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Abstract: Hand gesture recognition systems have advanced rapidly in recent years, owing to their capacity to successfully 

collaborate with machines. In a virtual environment, gestures are seen to be the most natural way for humans and 

computers to communicate. We frequently use hand gestures to convey information because they are a form of nonverbal 

communication that allows us to express ourselves freely. To extract the hand region in our system, we employed 

background subtraction. Our PC's camera records a live video, from which a preview is taken with the assistance of its 

functionalities or activities. 
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I. INTRODUCTION 

 

Hand gestures are a natural and reliable means of transmission for Human-Computer Interaction (HCI). Although a 

keyboard, mouse, joystick, or touch screen can be used to connect to a computer, they do not provide an appropriate 

interface. In contrast, the current system will include either a desktop or laptop interface in which hand gestures can be 

performed using data gloves or a web camera to capture a hand image. Hand capture and analysis is the first step toward 

gesture recognition. Sensors are utilized in Data-Glove methods to train hand movements as well as to initialize finger 

movement. In comparison, the vision-based solution simply requires a camera and thereby identifies the actual human-

computer connection without the use of any other technologies. The steady background, occasionally a person, and 

illumination are all obstacles for this system. The procedures and methods employed in this system, as well as the 

recognition approaches, are detailed here. Segmentation is the process of looking for a connecting region in a photograph 

with given criteria, such as color or intensity, and adjusting a pattern and algorithm. 

 

II. METHODS AND MATERIALS 

 

Typically, a system consists of two sections: the backend and the front end. The back end consists of three modules: a 

camera module, a detection module, and an interface module, as shown in Fig 1. In summary, it is as follows. 

Fig 1 Back end and Architecture 

 

Camera module 

This module is designed to capture various kinds of image markers and interfaces and inputs and send these images to 

the detection module for processing as frames. Commonly used input capture and recognition methods are hand straps, 

data gloves, and cameras. We use a built-in webcam for our structure, so it is economical for viewing both static and 

dynamic symbols. 

Detection module 
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This module is responsible for image processing. The output of the camera module is provided for various image 

processing methods such as color conversion, denoising, and thresholding, after which the image is passed through edge 

extraction. If there is a defect in the image, a convex defect is found at this location to identify the gesture. If there are no 

defects, we classify the images using the Haar cascade for gesture recognition. 

 

Interface module 

This module is responsible for adjusting the recognized hand gestures to the associated actions. These actions are passed 

to the appropriate application. The front section consists of three windows. The main window contains the video input 

captured by the camera with the corresponding name of the identified gesture. The following window shows the contour 

found in the input image. The third window shows the smooth threshold processing of the image. The advantage of 

integrating thresholds and contour windows as an aspect of the graphical user interface is to warn the user of background 

irregularities that affect the input to the system and, as a result, adjust the laptop or desktop webcam. It can be avoided. 

This will improve execution. 

               

Proposed Methodology 

 

The final architecture for any system to recognize the hand gesture could be elaborated as appeared in Fig.2. We proposed 

a gesture recognition system that follows a very efficient methodology. Our framework contains four steps, which are as 

followed. 

Fig. 2 Proposed method for our gesture recognition system 

 

 

Image capturing  

In this initial stage, we used a webcam to capture RGB images (frame by frame) with just hand gestures. 

 

Pre-processing  

Then, in this step, in order to minimize the calculation time, we captured only the important area, not the entire frame 

from the video stream, called the region of interest (ROI). Image processing continues the process by manipulating the 

color image into a grayscale image and restoring the image to its original color space when the process is complete. This 

is a way to convert the area of interest to a grayscale image. Note that in this step the algorithm will fail if the camera 

vibrates. 

 

Hand area segmentation  

This phase is important in any hand gesture recognition process and facilitates the development of how the system works 

by eliminating unwanted data in the video stream. Basically, there are two ways to detect a hand in an image. The first 

method depends on the color of the skin. It's simple, but it works well depending on the lighting conditions of the 

environment and the type of background. The second technique is the shape of the hand, which benefits from the convex 

principle when capturing the hand. Hand posture is a very important function in the hand gesture recognition process (Li 

& Zhang, 2012). 

  

There are many other techniques that can help you recognize the area of the hand from the image, which can be 

summarized as follows:  

A. Edge detection. 

 B. The RGB values for hands are completely different from the background of the image, so they are RGB values. 

Table. 1 Difference Between AR, VR, MR and XR 
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 C. Background subtraction. 

 

 This background subtraction method separates the hand from the background. The background is identified by targeting 

at least 30 frames of the process in a particular scene and using the provided formula to generate the last frame and all 

moving averages. 

dst (x, y) = (1 alpha) .dst (x, y) + alpha.src (x, y)  

Where src (x, y) is a source photo consisting of one or three channels and an 8-bit or 32-bit floating-point. DST (x, y) is 

a destination photo with a channel similar to the source image. And 32-bit or 64-bit floating-point numbers. Finally, the 

alpha is the weight of the source image and can be used as a threshold to determine the time to calculate the moving 

average for the entire frame. After analyzing the background, hold your hand in front of the camera lens and calculate the 

absolute difference between the background calculated using the moving average and the current frame containing your 

hand as the foreground object. This method is called background subtraction. The next step is image thresholding. This 

is done after subtracting the background and the result is only a white hand gesture. This method is very important and 

must be done before giving any way to the contour to achieve high accuracy. 

Fig. 3 Hand area segmentation process 

 

Contour Extraction 

The outline is drawn as the boundary line of the object (hand) that can be confirmed in the image. Contours have similar 

color values and can be important wave junctions in shape analysis and object identification processes. 

Feature extraction and recognition  

The convex hull group consists of spikes that cover the area of the hand. Now we need to clarify the principle of convex 

sets. This means that all lines between any two points on the ship are completely within it.  After deciding on a gesture, 

certain functions are performed. The motion detection method is a dynamic process. After executing a specific command 

from the gesture, go back to the first step and accept another image to process, etc. 

 

III. RESULTS AND DISCUSSION 

 

This project recognized the number of fingers as shown in Fig.4. Our first approach to form a gesture recognition system 

was performed by tactics of background subtraction. Many issues and accuracy issues were faced while implementing 

the recognition system using background subtraction. Background subtraction cannot handle sudden and sudden changes 

in lighting, resulting in many inconsistencies. The gesture recognition system was robust and performed with high 

accuracy when used against plain backgrounds. This accuracy was maintained for a simple, consistent, monochromatic 

background, regardless of the background color. If the background is not clear, it turns out that the object in the 

background is inconsistent with the image capture method, resulting in incorrect output. Therefore, it is recommended to 

use this system with a clear background to provide the simplest potential results and excellent accuracy. 
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Fig.4 Five hand gestures 

  

Table 1: Accuracy of each gesture with a plain background and non-plain background 

Gesture Accuracy with a plain background (in %) Accuracy with non-plain background (in %) 

1 95 45 

2 94 48 

3 96 46 

4 91 40 

5 92 41 

 

IV. CONCLUSION 

 

Due to the difficulty of removing the targeted object, such as the hand, from a framework that was producing a mess in 

real-time, the challenge of differentiating movement was critical in computer perception for a long hour. In reality, a 

person can easily identify what is in a picture while gazing at it, whereas a computer, due to its functionality of dealing 

with a picture as a three-dimensional matrix, will have a considerably more difficult time doing so. We'd like to increase 

the precision even more in the future, as well as add more gestures to perform more functions. 

 

REFERENCES 

 

[1] Abhishek, S, K., Qubeley, Fai, L. C., Ho, & Derek. 

(2016). Glove-based hand gesture recognition sign language translator using capacitive touch sensor. In2016 IEEE 

International Conference on Electron Devices and Solid-State Circuits (EDSSC) (pp. 334- [8] 337): IEEE. 

 

[2] Ahuja, M. K., & Singh, A. (2015). Static vision based Hand Gesture recognition using principal component 

analysis. Paper presented at the 2015 IEEE 3rd International Conference on MOOCs, Innovation and Technology in 

Education (MITE). 

 

[3] Gupta, S., Jaafar, J., & Ahmad, W. F. W. (2012). Static hand gesture recognition using local gabor filter. Procedia 

Engineering, 41, 827-832. 

 

[4] Garg, P., Aggarwal, N., & Sofat, S. (2009). Vision based hand gesture recognition. World academy of science, 

engineering and technology, 49(1), 972-977. 

 

[5] Murthy, G., & Jadon, R. (2009). A review of vision based hand gestures recognition. International Journal of 

Information Technology and Knowledge Management, 2(2), 405-410. 

 

[6] Hasan, M. M., & Mishra, P. K. (2012). Hand gesture modeling and recognition using geometric features: a 

review. Canadian journal on image processing and computer vision, 3(1), 12-26. 

 

https://ijarcce.com/


IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 Certified    Impact Factor 7.39    Vol. 11, Issue 5, May 2022 

DOI:  10.17148/IJARCCE.2022.115134 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 764 

 ISSN (O) 2278-1021, ISSN (P) 2319-5940  

[7] Parvini, F., & Shahabi, C. (2007). An algorithmic approach for static and dynamic gesture recognition utilising 

mechanical and biomechanical characteristics. International journal of bioinformatics research and applications, 3(1), 4-

23. 

 

[8] Dong, G., Yan, Y., & Xie, M. (1998). Vision-based hand gesture recognition for human-vehicle interaction. 

Paper presented at the Proc. of the International conference on Control, Automation and Computer Vision. 

 

[9] Sturman, D. J., & Zeltzer, D. (1994). A survey of glove- based input. IEEE Computer Graphics and Applications, 

14(1), 30-39. 

 

[10] Vieriu, R.-L., Goraş, B., & Goraş, L. (2011). On HMM static hand gesture recognition. Paper presented at the 

ISSCS 2011-International Symposium on Signals, Circuits and Systems. 

 

[11] Wang, R. Y., & Popović, J. (2009). Real-time hand- tracking with a color glove. ACM transactions on graphics 

(TOG), 28(3), 1-8. 

 

BIOGRAPHY 

 

Dr. C. Sunitha, MCA., M.Phil., Ph.D., Head of Department, Department of Software Systems, Sri 

Krishna Arts and Science College, Experience: 24 years. Publications: 

No of National & International Conference: 55 No of National & International Journals: 48 

 

 

 

M. Krishna priya, III MSc. Software Systems, Department of Software Systems, Sri Krishna Arts and Science 

College.                  

 

R. Sanjana, III MSc. Software Systems, Department of Software Systems, Sri Krishna Arts and Science College. 

 

 

 

https://ijarcce.com/

	Fig 1 Back end and Architecture
	Fig. 2 Proposed method for our gesture recognition system
	Image capturing
	In this initial stage, we used a webcam to capture RGB images (frame by frame) with just hand gestures.
	Pre-processing
	Then, in this step, in order to minimize the calculation time, we captured only the important area, not the entire frame from the video stream, called the region of interest (ROI). Image processing continues the process by manipulating the color image...
	Fig.4 Five hand gestures

