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Abstract: Alzheimer’s is considered to be a syndrome where the cognitive functionalities of the human brain decline 

beyond the expected consequences of ageing. As stated by the World Health Organization (WHO) currently there are 

nearly about 55 million people who are affected from Dementia. It has been found that not much have been discovered 

about the consequences of Dementia in India but there are currently nearly 4 million people who are affected with different 

forms of Dementia in India whereas nearly 44 million people are living with this condition worldwide. In 2019 it became 

the 9th leading cause of deaths amongst all diseases worldwide leaving behind strokes. Almost 60-70% cases of Dementia 

are caused by Alzheimer’s alone which makes it one of the leading causes of Dementia. With no cure currently available 

Alzheimer’s surely needs to be addressed. 

 

Along with the clinical aspects that are related with detection of Alzheimer’s, the psychological and socio- economic 

impacts are also studied that the disease might have on the affected people with the help of various shallow learning 

methods in Machine Learning. The dataset used consists of 372 patient’s records. For the deep learning implementation, 

the dataset comprises of 5121 files belonging to 4 classes. Both the datasets are accessible through Open Access Series 

of Imaging Studies (OASIS) and also available on Kaggle. 

 

From a combination of linear, distance and tree-based algorithms we have used 12 such algorithms with four clinical 

features i.e., Mini Mental State Examination (MMSE), Normalized Whole Brain Volume (nWRV), Atlas Scaling Factor 

(ASF) and Estimated Total Intracranial Volume (eTIV). The analysis have been performed to find certain patterns and 

correlations in the dataset on the data fields such as age, gender, education social status etc., furthermore an analysis has 

been performed using CNN, ResNet-50 transfer learning technique to figure out at what stage is the progression of 

alzheimer is, the stages are namely ‘NonDemented’, 'VeryMildDemented',  'ModerateDemented', and 'MildDemented, 

 

Keywords:  Dementia, Alzheimer’s Disease, MMSE, nWRV, eTIV, ASF, Machine Learning, Feature Selection, Deep 

Learning CNN, ResNet50. 

 

I. BACKGROUND 

 

Before working on the project “Alzheimer’s Detection” we should first understand what Alzheimer is and, why have we 

chosen this project. Alzheimer’s is actually a type of dementia that has an effect on memory, thinking and behavior. 

Symptoms in time grow severe enough to hinder the daily tasks. Alzheimer’s is known to be the most common cause of 

dementia, which is a general term for memory loss and Alzheimer’s disease reports nearly 60- 80% of dementia cases. 

This disease is a progressive disease, where the symptoms of dementia worsen over time. Alzheimer’s disease 

consistently progresses slowly in three general stages named as early stage, middle stage and last stage. 

 

Nearly 55 million people around the globe are suffering from this tragic disease and more people are getting affected day 

by day. Alzheimer’s have no cure and no treatments can guarantee to stop this disease from developing. So, we have 

decided to work on Alzheimer’s Detection to contribute to science and medicines. Our main target is to develop utilization 

strategies that would positively impact early diagnosis to lead to better outcomes and lower costs for patients, caregivers 

and the healthcare systems. We are implementing our project with the help of ensemble learning methods combined with 

other deep learning technologies. Therefore, we are working to develop a research-based model for detecting Alzheimer’s 

in the early stage of development using machine learning techniques. 
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II. LITERATURE REVIEW 

 

There has been sufficient research on detection of Alzheimer’s disease with respect to both physical /clinical parameters 

and MRI based diagnosis. Amongst the researches that we considered we found the following conclusions: 

 

[1] suggested a Machine learning algorithm along with psychological parameters and clinical information like 

MMSE, CDR, EDUC, etc. they have used SVM and Decision tree algorithm to detect Alzheimer disease and distinguish 

between cognitive impairment. 

 

[2] MRI images and process them to get the numerical data, on which they performed different machine learning 

algorithms such as SVM, Gradient Boosting, Neural network, KNN, and random forest to detect Alzheimer disease. In 

their research paper, they found that Neural Network and Random Forest have much better performance. 

 

[3] This paper used the oasis dataset and they use feature extraction using the EM algorithm, feature selection using 

a best-first algorithm, classification is done using the Gaussian process algorithm, and for the missing data, they have 

used mean and mode method. 

 

[4] In this research paper they have used both hard voting classifier and soft voting classifier and they observe that 

when soft voting classifier used on bio-markers such as MMSE, CDR, normalized whole brain volume produces the best 

accuracy among all other algorithm used by them. 

 

III. DATASET 

 

[A] Clinical Dataset: We have used “oasis_longitudinal.csv” dataset which is an Open-source dataset available on 

various platforms. This dataset consists of 15 features which reports education status, social economic status, and various 

clinical records of the patients that we will briefly discuss here. After removing the NaN values from a total of 372 patients 

we were left with 354 which further classifies into 204 Female and 150 Male patients with their age ranging between 60 

to 98 years 

 

 
 

Fig 1 Description of data fields 

 

[B] MRI Dataset: We have used “oasis_longitudinal.csv” dataset which is an open source dataset available on 

various platforms. This dataset consists of test and train directories with a total of 6400 images. 
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IV. UNDERSTANDING THE DATA 

 

Based on the various data visualization techniques we have got the following correlations amongst the columns from our 

clinical dataset keeping Demented Group as target variable.: For all the below represented graphs: 

                -       Non-Demented Group 

                -       Demented Group 

 

[A] SES 

 

 
Fig. 2 Socio Economic Status 

 

From (Fig. 1) it can be clearly observed that lower levels of SES are related with higher risk of having Alzheimer’s 

Disease. 

 

SES is the socioeconomic status of an individual or a group. It is measured as a combination of education, income as 

well as total family income. Socioeconomic status is also referred to as a combination of a person’s work experience and 

how that person is access to all the resources as compared to others. Socioeconomic status is a key feature for detecting 

Alzheimer’s disease Because some studies show that lower SES will be associated with a high risk of Alzheimer’s. 

Lowering the SES means that a low level of education that will impact one’s professional life will increase the risk of 

Alzheimer’s disease and dementia. 

 

[B] MMSE 

Mini-Mental State Examination is used to check the short- term as well as long-term memory, concentration, language, 

and communication skills. It is mainly used for older adults to measure their cognitive impairment. It is also known as 

the Folstein test and it is 30 points questionnaires. The duration of the test is between 5 to 10 minutes which includes 

registration, languages, recall, attention and simple calculation, ability to follow simple steps. A person who scores 25 

and above will be classified as normal with no impairment, If the score is between 21 to 24 then that person will have 

mild impairment. A score between 10 to 20 means moderate and less than 10 will have a severe impairment. 

 

 
Fig. 3 Mini-Mental State Examination 
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Low Scores of MMSE are associated with higher risks of having Alzheimer’s Disease. 

 

[C] EDUC 

It refers to the years of education that one has received throughout their life. In the dataset that we have its value ranges 

from 6 years to 23 years from the below visualization we can conclude that low values of education results to higher risks 

of having Alzheimer’s. various studies also confirm the same interpretation as of ours, but no solid reason as of why it 

happens is discovered yet. 

 
Fig. 4 Education 

 

[D] Age 

The greatest risk factor associated with AD is increasing age and the majority of people with AD worldwide are beyond 

the age of 65. From (Fig. 4) we can state that the concentration of people affected with AD is higher between 70-80 years 

of age. 

 
Fig. 5 Age 

 

[E] eTIV, nWRV and ASF 

Estimated Total intracranial volume (eTIV) (Fig. 6), is the estimated measurement of Total Intracranial Volume (TIV) of 

the brain which is commonly used in studies related to volume inside the cranium (skull). The ICV (intracranial volume) 

is often preferred over the brain volume as it is a good measure of premorbid brain size (It determines the volume of the 

brain which is affected by Alzheimer's disease) 

Normalized Whole Brain Volume (nWRV) (Fig. 7), considers the collective volume of the entire brain which is often 

measured and normalized with TIVs (Total Intracranial Volume). It has been found out that it significantly reduces in people 

with AD. 

Atlas Scaling Factor (ASF) (Fig. 8), is the volume scaling factor that equates the head sizes of different individuals as 

allows the comparison of the eTIV It should be proportional to the Estimated Total intracranial volume (eTIV). 
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Fig. 6 Estimated Total intracranial volume 

 

 
 

Fig. 7 Normalised Whole Brain Volume 

 

Fig. 8 Atlas Scaling Factor 

 

The above all graphs indicates that those with Dementia have lower ratios of Brain Volumes than the Non Demented group 

of people. This observation is also backed with scientific researches and is associated with the shrinking of the brain 

tissues or dead brain cells in the people affected with AD. 
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V. FEATURE RANKING 

 

For selecting the appropriate features, we have used the Mann–Whitney’s test and correlation matrix using Seaborn library 

which performs the common univariate Pearson’s test. We have also implemented the Shapiro-Wilk Test in order to 

detect if a feature follows a normal distribution or not. 

The Mann–Whitney U test stands for Wilcoxon rank-sum test, here it is applied to each feature in relation to the Group 

field i.e., target, it detects whether we can reject the null hypothesis that the distribution of each feature for the groups of 

samples defined by target variable (Group-Demented, Nondemented) are the same. A low p-value of this test (close to 0) 

indicates that the analyzed feature strongly relates to having AD, while a high p-value (close to 1) indicates the opposite. 

The Shapiro-Wilks test is used for checking the normality and is one of the three general normality tests that are designed 

to detect all departures from normality. It rejects the hypothesis of normality for a p-value less than or equal to 

0.05. Here we can see that some features in our data do not follow a normal distribution whereas some features such as 

Age, ASF and nWBV follow a normal distribution. 

After performing all the above-stated methods we found out that Gender, Age, nWRV, MMSE, EDUC, were some of the 

strongly related features where SES, CDR, EDUC, MMSE, eTIV, Gender does not follow a normal distribution. Since a 

lot of research has already been carried out to study the effects of features such as Age, Gender, and Education on AD 

we Decided to go with the clinical set of features from our dataset i.e., ASF, nWBV, MMSE and eTIV for implementing 

the Machine learning algorithms. 

 

VI. METHODS 

 

A. Logistic regression: 

It is a machine-learning algorithm to find the relationship between an independent (x) and dependent variable(y) where 

the probability of a particular class is predicted using y which is plotted between 0 and 1 on scale and x which is plotted 

accordingly. It can be represented using the sigmoid function which is y=1/1x where e is Euler's constant which gives an 

S-shaped curve on a graph. Data points are divided into two classes, where one class is true, yes, etc. and the other is vice 

versa. 

B. Random forest: 

It is a machine learning technique that is used for classification. It consists of many decision trees. It is used for predicting 

the values and making decisions. The first bootstrapping dataset is created randomly using the original dataset which may 

or may not include all the records and records might be repeated. From this dataset, decision trees are made, and the final 

decision or prediction will be made by voting amongst all trees. Nodes of decision trees are also selected randomly as the 

name suggests. 

C. Decision Tree: 

It is a machine learning algorithm that is used in regression as well as classification. In this, a decision tree is used to 

make a decision. The test is performed on a root node/attribute/feature. A leaf node is a classified value. Basically, a 

decision tree is a tree-shaped classifier 

D. Boosting: 

It is a machine learning technique in which numerous base models are considered and they are trained using different sets 

of datasets. If a tuple/record is misclassified by a model then it is prioritized and used for the training of another model 

tuple and a final/strong model is created using these models. After training of various weak models one final/strong model 

is created. Test tuple is provided to the models and their decision is passed to a final model which uses voting for making 

decisions. 

E. Gaussian Naïve Bayes: 

The Gaussian Processes Classifier is a classification machine learning algorithm. Gaussian Processes are a generalization 

of the Gaussian probability distribution and can be used as the basis for sophisticated non-parametric machine learning 

algorithms for classification and regression. 

F. Adaboost: 

In the case of AdaBoost, higher points are assigned to the data points which are miss-classified or incorrectly predicted 

by the previous model. This means each successive model will get a weighted input. It works on correcting the errors of 

previous models by building a new model on the error. 

G. XGBoost 

XGBoost is an ensemble Machine Learning algorithm that is decision-tree-based and uses a gradient boosting framework. 

It handles the missing values and regularization for over- fitting. It Can be used to solve regression, classification. 

H. ResNet50 

Residual Neural Network or popularly known as ResNet-50 model is an Artificial Neural Network of a kind that stacks 

residual blocks on top of each other to form a 50 layers’ deep convolutional neural network. It is considered as a backbone 

for many computer vision tasks and is widely used for classification of images i.e., in our case classification of MRI brain 
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scans into 4 different classes with input image of 224- by-224 in size. 

 

VII. RESULT 

A. Confusion Matrix 

It presents a table layout of outcomes of predictions and results of a classification problem and helps us to visualize its 

outcomes with various parameters such as accuracy, MCC (Matthews correlation coefficient), F1 score, precision, recall 

etc. A confusion matrix consists of rows that are predicted values and columns are the actual values. 

                                                                                            +ve                                              -ve 

 

 

+ve 

True Positives (TP) False Positives (FP) 

 

-ve 

False Negatives (FN) True Negatives (TN) 

 

B. Accuracy 

 

It tells us the number of correct predictions made by an algorithm it is all the true values divided by the sum of total values 

i.e., 

TP/(TP+TN+FP+FN) 

 

C. Precision 

It is the ability of the model to classify correct values accurately. It is total positives (TP) divided by sum of all positives 

i.e., (TP+TN). 

 
Fig. 9 Accuracy for ResNet50 

 

 
Fig. 10 Accuracy comparison for clinical dataset. 
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Sr No Algorithms F1 Score MCC Precision Recall Accuracy 

 

1. 

 

Gradient Boosting Classifier 

 

0.75 

 

0.54 

 

0.80 

 

0.70 

 

0.77 

 

2. 

 

XG Boost 

 

0.76 

 

0.58 

 

0.82 

 

0.70 

 

0.78 

       

 

Table 2 Prediction Results on clinical features. 

 

VIII. CONCLUSION 

 

In our work, we found that based on the clinical features related to brain volume and MMSE Logistic regression gives 

the best accuracy closely followed by Linear SVM and Adaboost classifier. The best precision is reported by Decision 

tree classifier and Bagging classifier performs the best on Both recall and F1 score. The accuracy for both clinical dataset 

and MRI dataset stands at 83%. Moreover, our approach clearly states that machine learning can be used very effectively 

for binary classification of electronic health records of patients with Alzheimer ’s disease or Dementia with significant 

scope of improvement in the accuracies of both deep learning and shallow learning approaches. 

 

As a limitations of the study, we have to use the available small size dataset (372 patients) for clinical dataset, a larger 

dataset from different geographical locations would have permitted us to research on a larger domains and obtain more 

reliable results and conclusions. 

 

The entire model can be summed up in 2 parts where firstly by using clinical values one can get the chances of being 

affected by Alzheimer's and secondly by using the MRI scans the stage of the disease can be determined. 

Regarding the future developments, we plan to apply our machine learning approach to alternative MRI datasets (2D and 

3D) to figure out early detection of Alzheimer’s. 

The model can be used for prescribing medicines and other medical practices which are helpful in the case of Alzheimer's 

completely by using artificial intelligence in the near future. 
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