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Abstract :  The 2019 novel coronavirus disease (covid-19), with a starting point in china, has spread rapidly among 

people living in other countries, and is approaching approximately 34,986,502 cases worldwide according to the statistics 

of european centre for disease prevention and control. There are a limited number of covid-19 test kits available in 

hospitals due to the increasing cases daily. Therefore, it is necessary to implement an automatic detection system as a 

quick alternative diagnosis option to prevent covid-19 spreading among people. In this study, five pre-trained 

convolutional neural network based models (resnet50, resnet101, resnet152, inceptionv3 and inception-resnetv2) have 

been proposed for the detection of coronavirus pneumonia infected patient using chest x-ray radiographs. We have 

implemented three different binary classifications with four classes (covid-19, normal (healthy), viral pneumonia and 

bacterial pneumonia) by using 5-fold cross validation. Considering the performance results obtained, it has seen that the 

pre-trained resnet50 model provides the highest classification performance (96.1% accuracy for dataset-1, 99.5% 

accuracy for dataset2 and 99.7% accuracy for dataset-3) among other four used models.  

  

Keywords: coronavirus; bacterial pneumonia; viral pneumonia; chest x-ray radiographs; convolutional neural network; 

deep transfer learning. 

 

1.INTRODUCTION 

 

The coronavirus disease (covid-19) pandemic emerged in wuhan, china in december 2019 and became a serious public 

health problem worldwide. Until now, no specific drug or vaccine has been found against covid-19. The virus that causes 

covid-19 epidemic disease is called severe acute respiratory syndrome coronavirus-2 (sars-cov-2). Coronaviruses (cov) 

is a large family of viruses that cause diseases such as middle east. 

  

Respiratory syndrome (mers-cov) and severe acute respiratory syndrome (sars-cov). Covid-19 is a new species discovered 

in 2019 and has not been previously identified in humans. Covid-19 causes lighter symptoms in about 99% of cases, 

according to early data, while the rest is severe or critical. As of 4th october 2020, the total number of worldwide cases 

of coronavirus is 35,248,330. Of these, 1,039,541 (4%) people were deaths and 26,225,235 (96%) were recovered. The 

number of active patients is 7,983,554. Of these, 7,917,287 (99%) had mild disease while 66,267 (1%) had more severe 

disease. Nowadays the world is struggling with the covid-19 epidemic. Deaths from pneumonia developing due to the 

sars-cov-2 virus are increasing day by day.  

Chest radiography (x-ray) is one of the most important methods used for the diagnosis of pneumonia worldwide. Chest 

x-ray is a fast, cheap and common clinical method . The chest x-ray gives the patient a lower radiation dose compared to 

computed tomography (ct) and magnetic resonance imaging (mri). However, making the correct diagnosis from x-ray 

images requires expert knowledge and experience. It is much more difficult to diagnose using a chest x-ray than other 

imaging modalities such as ct or mri.   

By looking at the chest x-ray, covid-19 can only be diagnosed by specialist physicians. The number of specialists who 

can make this diagnosis is less than the number of normal doctors. Even in normal times, the number of doctors per person 

is insufficient in countries around the world. According to data from 2017, greece ranks first with 607 doctors per 100,000 

people. In other countries, this number is much lower.  

In case of disasters such as covid-19 pandemic, demanding health services at the same time, collapse of the health system 

is inevitable due to the insufficient number of hospital beds and health personnel. Also, covid-19 is a highly contagious 

disease, and doctors, nurses, and caregivers are most at risk. Early diagnosis of pneumonia has a vital importance both in 
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terms of slowing the speed of the spread of the epidemic by quarantining the patient and in the recovery process of the 

patient.  

Doctors can diagnose pneumonia from the chest x-ray more quickly and accurately thanks to computer-aided diagnosis 

(cad). Use of artificial intelligence methods are increasing due to its ability to cope with enormous datasets exceeding 

human potential in the field of medical services . Integrating cad methods into radiologist diagnostic systems greatly 

reduces the workload of doctors and increases reliability and quantitative analysis . Cad systems based on deep learning 

and medical imaging are becoming more and more research fields.  

 

2.RELATED WORKS 

 

Studies diagnosed with covid-19 using chest x-rays have binary or multiple classifications. Some studies use raw data 

while others have feature extraction process. The number of data used in studies also varies. Among the studies, the most 

preferred method is convolutional neural network (cnn).  

Apostolopoulos and bessiana used a common pneumonia, covid-19-induced pneumonia, and an evolutionary neural 

network for healthy differentiation on automatic detection of covid-19. In particular, the procedure called transfer learning 

has been adopted. With transfer learning, the detection of various abnormalities in small medical image datasets is an 

achievable goal, often with remarkable results. Based on chest x-ray images, zhang et al. Aimed to develop a deep 

learning-based model that can detect covid-19 with high sensitivity, providing fast and reliable scanning. Singh et al. 

Classified the chest computed tomography (ct) images from infected people with and without covid-19 using 

multiobjective differential evolution (mode) based cnn. In the study of chen et al, they proposed residual attention u-net 

for automated multi class segmentation technique to prepare the ground for the quantitative diagnosis of lung infection 

on covid-19 related pneumonia using ct images. Adhikari's study suggested a network called “auto diagnostic medical 

analysis” trying to find infectious areas to help the doctor better identify the diseased part, if any. Both x-ray and ct images 

were used in the study. It has been recommended densenet network to remove and mark infected areas of the lung. In the 

study by alqudah et al., two different methods were used to diagnose covid-19 using chest x-ray images. The first one 

used aoctnet, mobilenet and shufflenet cnns. Secondly, the features of their images have been removed and they have 

been classified using softmax classifier, k nearest neighbor (knn), support vector machine (svm) and random forest (rf) 

algorithms. Khan et al. Classified the chest x-ray images from normal, bacterial and viral pneumonia cases using the 

xception architecture to detect covid-19 infection. Ghoshal and tucker used the dropweights based bayesian cnn model 

using chest x-ray images for the diagnosis of covid-19. Hemdan et al. Used vgg19 and densenet models to diagnose covid-

19 from x-ray images. Uçar and korkmaz worked on x-ray images for covid19 diagnosis and supported the squeezenet 

model with bayesian optimization. In the study conducted by apostopolus et al., they performed automatic detection from 

x-ray images using cnns with transfer learning. Sahinbas and catak used x-ray images for the diagnosis of covid-19 and 

worked on vgg16, vgg19, resnet, densenet and inceptionv3 models. Medhi et al. Used x-ray images as feature extraction 

and segmentation in their study, then covid-19 was positively and normally classified using cnn. Barstugan et al. 

Classified x-ray images for the diagnosis of covid-19 using five different feature extraction methods that are grey level 

cooccurrence matrix (glcm), local directional patterns (ldp), grey level run length matrix (glrlm), grey level size zone 

matrix (glszm), and discrete wavelet transform (dwt). The obtained features were classified by svm. During the 

classification process, 2-fold, 5-fold, and 10-fold cross-validation methods were used. Punn and agarwal worked on x-

ray images and used resnet, inceptionv3, inceptionresnet models to diagnose covid-19. Afshar et al. Developed deep 

neural network (dnn) based diagnostic solutions and offered an alternative modeling framework based on capsule 

networks that can process on small data sets .  

In our previous study in march 2020, we used resnet50, inceptionv3 and inceptionresnetv2 models for the diagnosis of 

covid-19 using chest x-ray images. However, since there was not enough data on covid-19, we were only able to train 

through 50 normal and 50 covid-19 positive cases .  

In this study, we have proposed an automatic prediction of covid-19 using a deep convolution neural network based pre-

trained transfer models and chest x-ray images. For this purpose, we have used resnet50, resnet101, resnet152, 

inceptionv3 and inceptionresnetv2 pre-trained models to obtain higher prediction accuracies for three different binary 

datasets including x-ray images of normal (healthy), covid-19, bacterial and viral pneumonia patients.   

 

The novelty and originality of proposed study is summarized as follows:   

i) The proposed models have end-to-end structure without manual feature extraction, selection and classification.  

ii) The performances of the covid-19 data across normal, viral pneumonia and bacterial pneumonia classes were 

significantly higher.  

iii)  It has been studied with more data than many studies in the literature. 

iv)  It has been studied and compared with 5 different cnn models.   
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v)  A high-accuracy decision support system has been proposed to radiologists for the automatic diagnosis and 

detection of patients with suspected covid-19 and follow-up.  

 

3.MATERIALS AND METHODS 

1.1 Dataset  

In this study, chest x-ray images of 341 covid-19 patients have been obtained from the open source github repository 

shared by dr. Joseph cohen et al. This repository is consisting chest x-ray / computed tomography (ct) images of mainly 

patients with acute respiratory distress syndrome (ards), covid-19, middle east respiratory syndrome (mers), pneumonia, 

severe acute respiratory syndrome (sars). 2800 normal (healthy) chest  

X-ray images were selected from “chestx-ray8” database . In addition, 2772 bacterial and  

1493 viral pneumonia chest x-ray images were used from kaggle repository called “chest xray images (pneumonia)”.  

Our experiments have been based on three binary created datasets (dataset-1, dataset2 and dataset-3) with chest x-ray 

images. Distribution of images per class in created datasets are given table 1.  

 

Table 1. Number of images per class for each dataset.  

 

 
  

All images were resized to 224x224 pixel size in the datasets. In figure 1, representative chest x-ray images of normal 

(healthy), covid-19, bacterial and viral pneumonia patients are given, respectively.  
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Figure 1. Representative chest x-ray images of normal (healthy) (first row), covid-19 (second row), bacterial (third 

row) and viral pneumonia (fourth row) patients. 

 

1.2 Architecture of deep transfer learning   

Deep learning is a sub-branch of the machine learning field, inspired by the structure of the brain. Deep learning 

techniques used in recent years continue to show an impressive performance in the field of medical image processing, as 

in many fields. By applying deep learning techniques to medical data, it is tried to draw meaningful results from medical 

data.  

Deep learning models have been used successfully in many areas such as classification, segmentation and lesion detection 

of medical data. Analysis of image and signal data obtained with medical imaging techniques such as magnetic resonance 

imaging (mri), computed tomography (ct) and x-ray with the help of deep learning models. As a result of these analyzes, 

detection and diagnosis of diseases such as diabetes mellitus, brain tumor, skin cancer and breast cancer are provided 

with convenience .   

A convolutional neural network (cnn) is a class of deep neural networks used in image recognition problems. Coming to 

how cnn works, the images given as input must be recognized by computers and converted into a format that can be 

processed. For this reason, images are first converted to matrix format. The system determines which image belongs to 

which label based on the differences in images and therefore in matrices. It learns the effects of these differences on the 

label during the training phase and then makes predictions for new images using them. Cnn consists of three different 

layers that are a convolutional layer, pooling layer, and fully connected layer to perform these operations effectively. The 

feature extraction process takes place in both convolutional and pooling layers. On the other hand, the classification 

process occurs in fully connected layer. These layers are examined sequentially in the following.  

  

1.2.1 Convolutional layer  

Convolutional layer is the base layer of cnn. It is responsible for determining the features of the pattern. In this layer, the 

input image is passed through a filter. The values resulting from filtering consist of the feature map. This layer applies 

some kernels that slide through the pattern to extract low- and high-level features in the pattern. The kernel is a 3x3 or 

5x5 shaped matrix to be transformed with the input pattern matrix. Stride parameter is the number of steps tuned for 

shifting over input matrix. The output of convolutional layer can be given as:  

 l f  n 

Xj = wl
j
−1* ya

l−1 +bl
j                                                                                                                                  (1)  
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 a=1  where xj
l is the j-th feature map in layer l, wj

l-1 indicates j-th kernels in layer l-1, ya
l-1 represents the a-th feature 

map in layer l-1, bj
l indicates the bias of the j-th feature map in layer l, n is number of total features in layer l-1, and (*) 

represents vector convolution process.  

  

1.2.2 Pooling layer   

The second layer after the convolutional layer is the pooling layer. Pooling layer is usually applied to the created feature 

maps for reducing the number of feature maps and network parameters by applying corresponding mathematical 

computation. In this study, we used maxpooling and global average pooling. The max-pooling process selects only the 

maximum value by using the matrix size specified in each feature map, resulting in reduced output neurons. There is also 

a global average pooling layer that is only used before the fully connected layer, reducing data to a single dimension. It 

is connected to the fully connected layer after global average pooling layer. The other intermediate layer used is the 

dropout layer. The main purpose of this layer is to prevent network overfitting and divergence .   

  

1.2.3 Fully connected layer  

Fully connected layer is the last and most important layer of cnn. This layer functions like a multi-layer perceptron. 

Rectified linear unit (relu) activation function is commonly used on fully connected layer, while softmax activation 

function is used to predict output images in the last layer of fully connected layer. Mathematical computation of these 

two activation functions are as follow:  

  

𝑅𝑒𝐿𝑈                                                                                                              (2)  

Exi 

 softmax( )x
i = m                                                                                                           (3)  

X 

e y 

Y=1 

Where xi and m represent input data and the number of classes, respectively.  

Neurons in a fully connected layer have full connections to all activation functions in previous layer.  

 

1.2.4 Pre-trained models  

In the analysis of medical data, one of the biggest difficulties faced by researchers is the limited number of available 

datasets. Deep learning models often need a lot of data. Labeling this data by experts is both costly and time consuming. 

The biggest advantage of using transfer learning method is that it allows the training of data with fewer datasets and 

requires less calculation costs. With the transfer learning method, which is widely used in the field of deep learning, the 

information gained by the pre-trained model on a large dataset is transferred to the model to be trained.  

In this study, we built deep cnn based resnet50, resnet101, resnet152, inceptionv3 and inception-resnetv2 models for the 

classification of covid-19 chest x-ray images to three different binary classes (binary class-1 = covid-19 and normal 

(healthy), binary class2 = covid-19 and viral pneumonia, binary class-3 = covid-19 and bacterial pneumonia). In addition, 

we applied transfer learning technique that was realized by using imagenet data to overcome the insufficient data and 

training time. The schematic representation of conventional cnn including pre-trained resnet50, resnet101, resnet152, 

inceptionv3 and inception resnetv2 models for the prediction of normal (healthy), covid-19, bacterial and viral pneumonia 

patients were depicted in figure 2. It is also available publicly for open access at https://github.com/drcerenkaya/covid-

19-detectionv2.  
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Figure 2. Schematic representation of pre-trained models for the prediction of normal (healthy), covid-19, bacterial and 

viral pneumonia patients. 

 

Resnet50  

Residual neural network (resnet) model is an improved version of convolutional neural network (cnn). Resnet adds 

shortcuts between layers to solve a problem. Thanks to this, it prevents the distortion that occurs as the network gets 

deeper and more complex. In addition, bottleneck blocks are used to make training faster in the resnet model. Resnet50 

is a 50layer network trained on the imagenet dataset. Imagenet is an image database with more than 14 million images 

belonging to more than 20 thousand categories created for image recognition competitions.   

Inceptionv3 inceptionv3 is a kind of convolutional neural network model. It consists of numerous convolution and 

maximum pooling steps. In the last stage, it contains a fully connected neural network. As with the resnet50 model, the 

network is trained with imagenet dataset.   

Inception-resnetv2  

The model consists of a deep convolutional network using the inception-resnetv2 architecture that was trained on the 

imagenet-2012 dataset. The input to the model is a 299×299 image, and the output is a list of estimated class probabilities 

.  

Resnet101 & resnet152  

Resnet101 and resnet152 consist of 101 and 152 layers respectively due to stacked resnet building blocks. You can load 

a pretrained version of the network trained on more than a million images from the imagenet database . As a result, the 

network has learned rich feature representations for a wide range of images. The network has an image input size of 

224x224. 

 

1.3 Experimental setup   

Python programming language was used to train the proposed deep transfer learning models. All experiments were 

performed on google colaboratory (colab) linux server with the ubuntu 16.04 operating system using the online cloud 

service with central processing unit (cpu), tesla k80 graphics processing unit (gpu) or tensor processing unit (tpu) 

hardware for free. Cnn models (resnet50,  resnet101, resnet152, inceptionv3 and inceptionresnetv2) were pre-trained with 

random initialization weights by optimizing the cross-entropy function with adaptive moment estimation (adam) 

optimizer (β1 = 0.9 and β2 = 0.999). The batch size, learning rate and number of epochs were experimentally set to 3, 1e-

5 and 30, respectively for all experiments. The dataset used was randomly split into two independent datasets with 80% 

and 20% for training and testing respectively. As cross validation method, k-fold was chosen and results were obtained 

according to 5 different k values (k=1-5) as shown in figure 3.  
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Figure 3. Visual display of testing and training datasets for 5-fold cross validation. 

 

1.4 Performance metrics  

5 criteria were used for the performances of deep transfer learning models. These are:  

Accuracy = (tn + tp) / (tn + tp + fn + fp)                                                                  (4) 

Recall = tp / (tp + fn)                                                                                                 (5) 

Specificity = tn / (tn + fp)                                                                                          (6)  

Precision = tp / (tp + fp)                                                                             (7) 

F1-score =  2x((precisionxrecall)/(precision+recall))                                (8) 

Tp, fp, tn and fn given in equation (4) – (8) represent the number of  true positive, false positive, true negative and false 

negative, respectively. For dataset-1; given a test dataset and model, tp is the proportion of positive (covid-19) that are 

correctly labeled as covid-19 by the model; fp is the proportion of negative (normal) that are mislabeled as positive (covid-

19); tn is the proportion of negative (normal) that are correctly labeled as normal and fn is the proportion of positive 

(covid-19) that are mislabeled as negative (normal) by the model.  

 

4.DISCUSSION 

 

The use of artificial intelligence-based systems is very common in detecting those caught in the covid-19 epidemic. As 

given in table 5, there are many studies on this subject in the literature. In binary classification, it is common to distinguish 

covid-19 positive from covid-19 negative. In addition, it is very important to distinguish viral and bacterial pneumonia 

patients, which are other types of diseases affecting the lung, from covid-19 positive patients. There are a limited number 

of studies in the literature that work with multiple classes. Das et al. Conducted studies for 3 different classes (covid-19 

positive, pneumonia, and other infection). The researchers used 70% of the data for the training, the remaining 10% for 

validation and 20% for the test. As a result, they obtained 94.40% accuracy over test data with the cnn model they 

suggested  singh et al. Proposed a two-class study using limited data. They reported their performances by dividing the 

dataset at different training and testing rates. They achieved the highest accuracy of 94.65 ± 2.1 at 70% training - 30% 

testing rates. In their study, they set the cnn hyper-parameters using multi-objective adaptive differential evolution 

(made). Afshar et al. Conducted their studies using a method called covidcaps with multi-class (normal, bacterial 

pneumonia, non-covid viral pneumonia and covid-19) studies. They achieved 95.7% accuracy with the approach without 

pre-training and 98.3% accuracy with pre-trained covid-caps. However, although their sensitivity values are not as high 

as general accuracy, they detected the without pre-training and 98.3% accuracy with pre-trained covid-caps as 90% and 

80%, respectively .  

  

Ucar and korkmaz carried out multi-class (normal, pneumonia and covid-19 cases) work with deep bayes-squeezenet. 

They obtained the average accuracy value of 98.26%. They worked with 76 covid-19 data. Sahinbas and catak worked 

with 5 different pre-trained models (vgg16, vgg19, resnet, densenet, and inceptionv3). They achieved 80% accuracy with 
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vgg16 as their binary classifier performances. They worked with 70 covid-positive and 70 covid-negatives in total. Khan 

et al. Worked with normal, pneumonia-bacterial, pneumonia-viral and covid-19 chest x-ray images. As a result, they 

achieved 89.6% overall performance with the model they named coronet. They used 290 covid-19 data. They worked 

with more covid-19 data than many studies. Medhi et al. Achieved 93% overall performance value in their study using 

deep cnn. They worked with 150 pieces of covid-19 data.  

  

In another study, zhang and his colleagues performed binary and multi-class classifications containing 106 covid-19 data. 

They found the detection accuracy of 95.18% with the confidence-aware anomaly detection (caad) model. Apostopolus 

et al. Obtained an accuracy of 93.48% using a total of 224 covid-19  data with the vgg-19 cnn model for their 3-classes 

(covid-19 -bacterial-normal) study . Narin et al. Used 50 covid-19 / 50 normal data in their study, where they achieved 

98% accuracy with resnet50 . In many studies in the literature, researchers have studied a limited number of covid-19 

data. In this study, the differentiation performance of 341 covid-19 data from each other was investigated with 3 different 

studies. In the study, 5 different cnn models were compared. The most important points in the study can be expressed as 

follows:  

  

• There is no manual feature extraction, feature selection and classification in this method.  

It was realized end-to-end directly with raw data.  

• The performances of the covid-19 data across normal, viral pneumonia and bacterial pneumonia classes were 

significantly higher.  

• It has been studied with more data than many studies in the literature.  

• It has been studied and compared with 5 different cnn models.   

• A high-accuracy decision support system has been proposed to radiologists for the automatic diagnosis and 

detection of patients with suspected covid-19 and follow-up.  

  

From another point of view, considering that this pandemic period affects the whole world, there is a serious increase in 

the work density of radiologists. In these manual diagnoses and determinations, the expert's tiredness may increase the 

error rate. It is clear that decision support systems will be needed in order to eliminate this problem. Thus, a more effective 

diagnosis can be made.  

The most important issue that restricts this study is to work with limited data. Increasing the data, testing it with the data 

in many different centers will enable the creation of more stable systems.  

  

In future studies, the features will be extracted using image processing methods on x-ray and ct images. From these 

extracted features, the features that provide the best separation between classes will be determined and performance values 

will be measured with different classification algorithms. In addition, the results will be compared with deep learning 

models. Apart from this, the results of the study will be tested with data from many different centers. In a future study, 

studies will be conducted to determine the demographic characteristics of patients and covid-19 possibilities with artificial 

intelligence-based systems.  

  

Table 5. The performance comparison literature about covid-19 diagnostic methods using chest x-ray images.  

  

Previous study  Data type  Methods / classifier  Number of  

Classes  

Accuracy  

(%)  

Das et al. X-ray  Xception  3  97.40  

Singh et al.  X-ray  Made based cnn  2  92.55  

Afshar et al.  X-ray  Capsule networks  4  95.7  

Ucar and korkmaz  X-ray  Bayes-squeezenet  3  98.3  

Khan et al.  X-ray  Coronet  4  89.60  

Sahinbas and  

Catak  

X-ray  Vgg16, vgg19, resnet,  

Densenet, inceptionv3  

2  80  

Medhi et al.   X-ray  Deep cnn  2  93  

Zhang et al.  X-ray  Caad  2  95.18  

Apostopolus et.  

Al. 

X-ray  Vgg-19  3  

  

93.48  

  

Narin et al. X-ray  Inceptionv3, resnet50,  

Inception-resnetv2  

2  98  
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This study  X-ray  Inceptionv3, resnet50,  

Resnet101, resnet152,  

Inception-resnetv2  

2 (covid-19  

/ normal)  

96.1  

  

This study  X-ray  Inceptionv3, resnet50,  

Resnet101, resnet152,  
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5.CONCLUSION 

 

Early prediction of covid-19 patients is vital to prevent the spread of the disease to other people. In this study, we proposed 

a deep transfer learning based approach using chest x-ray images obtained from normal, covid-19, bacterial and viral 

pneumonia patients to predict covid-19 patients automatically. Performance results show that resnet50 pre-trained model 

yielded the highest accuracy among five models for used three different datasets (dataset-1: 96.1%, dataset-2: 99.5% and 

dataset-3: 99.7%) . In the light of our findings, it is believed that it will help radiologists to make decisions in clinical 

practice due to the higher performance. In order to detect covid-19 at an early stage, this study gives insight on how deep 

transfer learning methods can be used. In subsequent studies, the classification performance of different cnn models can 

be tested by increasing the number of covid-19 chest x-ray images in the dataset.  
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