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Abstract: Recently, the huge amounts of data and its incremental increase have changed the importance of information 

security and data analysis systems. Intrusion detection system (IDS) is a system that monitors and analyzes data to detect 

any intrusion in the system or network. High volume, variety and high speed of data generated in the network have made 

the data analysis process to detect attacks by traditional techniques very difficult. To proposed Recurrent Neural Network 

(RNN) algorithm to detect the IDS. The data processed by the preprocessing module are compressed by the auto-encoder 

module to obtain a lower-dimensional reconstruction feature, and the classification result is obtained through the 

classification module. Compressed features of each traffic are stored in the database module which can both provide 

retraining and testing for the classification module and restore these features to the original traffic for post event analysis 

and forensics. We used KDD cup 99 to train and test the model. Through this way, we could reduce the number of false 

alarms and increase the accuracy of the designed intrusion detection system. 
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I. INTRODUCTION 

 

One of the main security threats of intruder is a computer and network environment. Intruder (or) malware is designed to 

deliberately infiltrate or damage a computer system without the owner’s knowledge. It can appear in the form of code, 

scripts, active content and other software. That is, computers that are compromised with malware are often networked 

together to form botnets, and many attacks are launched using these malicious, attacker-controlled networks. Botnets are 

then used by miscreants to launch denial of service attacks, send spam emails, or host scam pages.The amount of malware 

threats on the Internet has increased significantly over the past few years. Hence the traditional methods of malware 

detection do not sufficient. The proposed algorithm is very efficient in compression of the previous method. Recurrent 

Neural Network (RNN) algorithms for analyzing network user behavior. RNN algorithm generates detection model 

learning from a sufficient dataset of malicious software. Signature-based detection techniques detect unknown malware. 

 

II. SYSTEM STUDY 

 

A. Exisiting System 

An existing novel approach for intrusion detection that uses Support Vector Machine (SVM) and decision tree. Existing 

to exploit quantitative data flow properties to extract highly characteristic behavior patterns from collections of known 

intrusion. By combining a SVM and NB based machine learning techniques provide low classification accuracy 

prediction results.  

 

    Disadvantages: 

✓ The computational complexity of this current method would be limiting in a real-time setting. 

✓ Increasing the complexity of detection makes for a much more robust analysis system. 

✓ In the graph mining data representation gets away from the need to specify the   appropriate. 

B. Proposed System: 

 It focuses on dynamic analysis to discover hidden behavior in packed samples where it is essential to do so. The 

proposed RNN algorithm gives high accuracy for intrusion detection. In addition, it also classifies malware based on their 
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family and checked the accuracy of each of the malware behavior. Static analysis targets source and object codes and 

examines codes without actually starting a project. It decompiles malware source code to detect commands, reports, and 

vulnerabilities in many programs. Dynamic analysis is a method of searching for certain types of memory leakage, traffic 

flow, and flows data into code that actually runs. However, a large amount of storage is required for applying this method 

to the mobile environment, and the performance overhead is high for system matching. 

 

Advantages: 

✓ Very effective at detecting known threats. 

✓ The detection of attacks by looking for specific patterns, such as byte sequences in network traffic, or known 

malicious instruction sequences used by malware.  

✓  Unique identifier is established about a known threat so that the threat can be identified in the data. 

 

III.SYSTEM REQUIREMENTS 

 

A. Hardware Requirements: 

 

CPU type               :            Intel  core i3 

Ram size                :            8 GB 

       Hard disk capacity :       500 GB 

B.  Software Requirements: 

       Operating System   :      Windows 10 

       Language               :         Python 

       Tool                        :        Anaconda 

  

IV.MODULE DESCRIPTION 

 

A.  KDDcup99 dataset 

KDD training dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features 

and is labeled as either normal or an attack, with exactly one 

specific attack type. 

KDD dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features and is 

labeled as either normal or an attack, with exactly one specific attack type. The Dataset contains various attacks such as 

Denial of Service Attack (DOS), User to Root Attack (U2R), Remote to Local Attack (R2L) and Probing Attack.  

✓ Denial of Service (dos): Attacker tries to prevent legitimate users from using a service. 

✓ Remote to Local (r2l): Attacker does not have an account on the victim machine, hence tries to gain access. 

✓ User to Root (u2r): Attacker has local access to the victim machine and tries to gain super user privileges. 

✓ Probe: Attacker tries to gain information about the target host. 

 

B. Pre-processing 

 Pre-processing of data becomes crucial in avoid the noisy, missing and inconsistent data available in the dataset. 

Since the records of the dataset are collected from multiple and heterogeneous sources, the quality of the data deteriorates 

and therefore needs to be pre-processed. Several factors affect the quality of the data. These factors comprise accuracy, 

completeness, consistency, timeliness, believability and interpretability. The proposed pre-processing check null values, 

and fill missing values in efficient manner. 

 

C. Feature selection 

 Feature selection aims to select the best feature in the data set. Deep learning technique can classify the data into 

a set of class features and targets. Feature selection (variable elimination) helps understand the data, reduces computing 

needs, reduces dimensional curse effects and improves the performance. 

 

D.  RNN 

The RNN architecture is the addition of sequential information to the feed forward neural network. The RNN performs 

the same task for each part. This is why it is called a recurrent network; the output is dependent upon the previous 

computation. 
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V. CONCLUSION 

 

The advent of network based technologies has increased the associated vulnerabilities. As a result, it has become 

paramount to design and implement effective IDS. In this paper, we apply feature selection methods to improve our 

understanding of relevant features inside network traffic data and construct potent detection systems using KDDcup99 

dataset. The proposed Recurrent Neural Network (RNN) algorithm to detect the IDS. The data processed by the 

preprocessing module are compressed by the auto-encoder module to obtain a lower-dimensional reconstruction feature, 

and the classification result is obtained through the classification module. 
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