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Abstract:  A distributed AI-Powered system that can help security personnel detect various types of weapons in real 

time. The deep learning architecture interfaces uses single shot detection to allow users to interact with the threat 

detector system conveniently at the camera and cloud sides. A motion detection module is proposed for detecting 

moving objects in surveillance videos in real - time. The developed module is integrated seamlessly with both the 

camera and cloud sides. Security is always a main concern in every domain, due to a rise in crime rate in a crowded 

event or suspicious lonely areas. Abnormal detection and monitoring have major applications of computer vision to 

tackle various problems. Due to growing demand in the protection of safety, security and personal properties, needs and 

deployment of video surveillance systems can recognize and interpret the scene and anomaly events play a vital role in 

intelligence monitoring. This project implements automatic weapon detection using a convolution neural network 

(CNN) using Alexnet. Proposed implementation uses datasets, which had pre-labelled images. Results are tabulated, 

achieve good accuracy, but their application in real situations can be based on the trade-off between speed and 

accuracy.  
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I. INTRODUCTION 

 

According to the nonprofit Gun Violence Archive [1], around 100 people are killed using guns, and 200 more are shot 

and wounded every day in the United States. In 2019, there have been more than 350 mass shootings in the United 

States. The effects of such gun violence extend far beyond these casualties. It reshapes the lives of millions of people 

who are witnessing it and living in fear of the next shooting. So, there is a growing social demand for developing 

effective technological methods to compact gun violence. 

    The advancement of Artificial Intelligence (AI), Machine Learning (ML), and Internet of Things (IoT) opens up an 

opportunity to implement such intelligent surveillance systems. Imagine an AI-powered security camera system that can 

alert about various weapons and guns, masked faces, and suspicious objects in real-time. This can prevent a mass 

shooting or terrorist attack before it happens.  

        Deep learning method is gained a good achievement. Most researchers attempted to extract local features from 

leaves, flowers, and bark for plant classification by using characteristic variation of weapon. There are several datasets 

are released, However, these datasets consist of picture which were scanned on a simple background, so it gives very 

high results by using hand-crafted algorithms to extract features. Moreover, a single image of plant in a complex 

background composed with many leaves, flowers or trees is needed to further investigate. However, hand-crafted 

features are limited in this case and many preprocessing steps need to consider.  

    These images are naturally acquired a real environment. In recent years, the CNN model has had tremendous success, 

it has been playing a principal role to understand the various features of images. We apply CNN models, Alexnet. 

 

The objectives of this thesis are as follows:  

• To investigate the feasibility of using computational intelligence image processing in relation to find the 

weapon.  

• To generate image segmentation and features extraction algorithms to distinguish weapon from other 

surrounding parts using the three neural network systems  

• To develop neural network systems based weapon classification algorithms by means of a committee machine 

to combine several networks based on statistical moment features of  weapon images.  

• To produce generic algorithms based global optimisation, so as to enhance the colour normalisation. 

• To compare the results of the proposed methods with that of the common and renowned method.  

 

  In the age of modern science and technology, people use surveillance cameras in dif‐ ferent areas to prevent crime [1]. 

Numerous camera systems are installed in different ar‐ eas, and security guards need to monitor all of these cameras at 
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the same time [2,3]. Gen‐ erally, after a crime occurs, security guards arrive at the scene, then after checking the 

recorded images they analyze the images and collect the necessary evidence. 

 

II. PROJECT METHODOLOGY 

 

The neuron  image in the database is processed before proceeding to the training process. Figure 3.3 shows the 

flowchart on how the  image is processed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: ALGORITHM FLOW CHART 

 

In Figure , the leaf image is pre-processed  before extracting the features. The method of extracting features used are 

mediam Filter  and GLCM. The extracted features from are used to obtain the final output class through CNN learning. 

The overall program flow for this project is shown in Figure 1. 
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Fig 2: OVERALL PROGRAM FRAMEWORK 

 

      The flowchart is divided into two stages, which are training and testing stage. The training stage is a process of 

training the framework to classify the image sample based on the training data. The testing stage is used to classify the 

test sample by applying the trained framework. 

 In the training stage, the important features are extracted from the training sample images (leaf  region). The extracted 

features are used to design a svm. At the end of training stage,  the performance of the trained svm. 

      In the testing stage, the test sample (neuron region) is read by using the same feature extraction method as the 

trained forest. The extracted features are used to obtain the final output class through the trained random forest. The 

class of the test image is the maximum class output vote of the random forest. 

 

A. IMAGE PROCESSING 

The neuron  image in the database is processed before proceeding to the training process. Figure 3.3 shows the 

flowchart on how the  image is processed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: FLOW CHART OF LEAF IMAGE PROCESSING 
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The Leaf image is through the pre-processing where RGB colour image is converted to grayscale image. In the training 

stage, extracted features will be used to train the framework by trainng. The details of each stage will be discussed in 

the following section. 

 

PRE-PROCESSING 

     Pre-processing stage is a process of optimizing the image quality. Filter operations applied to the image to reduce 

image details for faster computational speed. 

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4: FLOW CHART OF PRE-PROCESSING STAGE 

 

      In the pre-processing stage, RGB colour image is converted to grayscale image. An RGB image has three 

channels which are red, green and blue, where each channel has 8 bits, making a total of 24 bits; whereas a grayscale 

image contains only 1 channel, which displays the intensity level in 8-bits. Grayscale conversion helps to reduce the 

dimensional size of image for faster computation.  

    After the conversion process, the original dimension of the image, 180 × 200 is resized to 64 × 64 pixels. This will 

reduce the computational speed. 

 

III. CONVOLUTIONAL NEURAL NETWORK 

 

Convolutional Neural Networks is all about using Deep Learning with Computer Vision. A good way to gain intuition 

about this is to think about a Neural Network Architecture and how it is applied to visual tasks i.e. Images and Video. 

Like a Neural Network, a typical Convolutional Neural Network consists of a multiple hidden layers called a 

Convolutional Layer where the linear function computes the strided convolutions over an image to extract features. It 

also consists of a pooling layer that computes another function such as Max Pool or Average Pool to reduce the size of 

the image in the neuron to speed up the computation. It does it by extracting the features of the neuron image and 

ignoring the rest, this makes the network more robust. There is also fully connected layer which is like a hidden layer in 

a neural network where the sum of the outputs of each layer are flattened and where each value is an input to the next 

layer followed by an activation function and an output. 

 

 
Fig5: CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE EXAMPLE 

 

A. CONVOLUTIONAL LAYER 

              Convolutional layers apply a convolution operation to the input, passing the result to the next layer. The 

convolution emulates the response of an individual neuron to visual stimuli. 

     Each convolutional neuron processes data only for its receptive fully connected. A very high number of neurons 
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would be necessary, even in a shallow (opposite of deep) architecture, due to the very large input sizes associated with 

images, where each pixel is a relevant variable. For instance, a fully connected layer for a (small) image of size 100 x 

100 has 10000 weights for each neuron in the second layer. The convolution operation brings a solution to this problem 

as it reduces the number of free parameters, allowing the network to be deeper with fewer parameters, For instance, 

regardless of image size, tiling regions of size 5 x 5, each with the same shared weights, requires only 25 learnable 

parameters. In this way, it resolves the vanishing or exploding gradients problem in training traditional multi-layer 

neural networks with many layers by using backpropagation. 
 

B. POOLING: 

Convolutional networks may include local or global pooling lay which combine the outputs of neuron clusters at one 

layer into a single neuron in the next layer. For example, max pooling uses the maximum value from each of a cluster 

of neurons at the prior layer. Another example is average pooling, which uses the average value from each of a cluster 

of neurons at the prior layer. 
  

C. FULLY CONNECTED: 

 Fully connected layers connect every neuron in one layer to every neuron in another layer. It is in principle the same as 

the traditional multi-layer perceptron neural network (MLP). The flattened matrix goes through a fully connected layer 

to classify the images. 
 

D. RECEPTIVE FIELD: 

     In neural networks, each neuron receives input from some number of locations in the previous layer. In a fully 

connected layer, each neuron receives input from every element of the previous layer. In a convolutional layer, neurons 

receive input from only a restricted subarea of the previous layer. Typically the subarea is of a square shape (e.g., size 5 

by 5). The input area of a neuron is called its receptive field. So, in a fully connected layer, the receptive field is the 

entire previous layer. In a convolutional layer, the receptive area is smaller than the entire previous layer. 

 

E. WEIGHTS: 

Each neuron in a neural network computes an output value by applying some function to the input values coming from 

the receptive field in the previous layer. The function that is applied to the input values is specified by a vector of 

weights and a bias (typically real numbers). Learning in a neural network progresses by making incremental 

adjustments to the biases and weights. The vector of weights and  the  bias  are  called  a  filter  and  represents  some  

feature of   the    input  

(e.g., a particular shape). A distinguishing feature of CNNs is that many neurons share the same filter. This 

reduces memory footprint because a single bias and a single vector of weights is used across all receptive fields sharing 

that filter, rather than each receptive field having its own bias and vector of weights. 

 

IV. MATLAB 

 

             If you are new to MATLAB, you should start by reading Manipulating Matrices. The most important things to 

learn are how to enter matrices, how to use the: (colon) operator, and how to invoke functions. After you master the 

basics, you should read the rest of the sections below and run the demos. At the heart of MATLAB is a new language 

you must learn before you can fully exploit its power. You can learn the basics of MATLAB quickly, and mastery 

comes shortly after. You will be rewarded with high productivity, high-creativity computing power that will change the 

way you work. Development Environment - introduces the MATLAB development environment, including information 

about tools and the MATLAB desktop. Manipulating Matrices - introduces how to use MATLAB to generate Matrices 

and perform mathematical operations on matrices. Graphics - introduces MATLAB graphic capabilities, including 

information about plotting data, annotating graphs, and working with images. Programming with MATLAB - describes 

how to use the MATLAB language to create scripts and functions, and manipulate data structures, such as cell arrays. 

        MATLAB is a high-performance language for technical computing. It integrates computation, visualization, and 

programming in an easy-to-use environment where problems and solutions are expressed in familiar mathematical 

notation.  
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Fig6: MATLAB window 

 

The Command Window is the window on the right hand side of the screen. This window is used to both enter 

commands for MATLAB to execute, and to view the results of these commands. The Command History window, in the 

lower left side of the screen, displays the commands that have been recently entered into the Command Window. In the 

upper left hand side of the screen there is a window that can contain three different windows with tabs to select between 

them. The first window is the Current Directory, which tells the user which M-files are currently in use. The second 

window is the Workspace window, which displays which variables are currently being used and how big they are. The 

third window is the Launch Pad window, which is especially important since it contains easy access to the available 

toolboxes, of which, Image Processing is one. If these three windows do not all appear as tabs below the window space, 

simply go to View and select the ones you want to appear. In order to gain some familiarity with the Command 

Window. 

 

M-FILE: 

M-file – An M-file is a MATLAB document the user creates to store the code they write for their specific application. 

Creating an M-file is highly recommended, although not entirely necessary. An M-file is useful because it saves the 

code the user has written for their application. It can be manipulated and tested until it meets the user’s specifications. 

The advantage of using an Mfile is that the user, after modifying their code, must only tell MATLAB to run the M-file, 

rather than reenter each line of code individually. 3.2. Creating an M-file – To create an M-file, select File\New ►M-

file. 

     Saving – The next step is to save the newly created M-file. In the M-file window, select File\Save As… Choose a 

location that suits your needs, such as a disk, the hard drive or the U drive. It is not recommended that you work from 

your disk or from the U drive, so before editing and testing your M-file you may want to move your file to the hard 

drive.  Opening an M-file – To open up a previously designed M-file, simply open MATLAB in the same manner as 

described before. Then, open the M-file by going to File\Open…, and selecting your file. Then, in order for MATLAB 

to recognize where your M-file is stored, you must go to File\Set Path… This will open up a window that will enable 

you to tell MATLAB where your M-file is stored. Click the Add Folder… button, then browse to find the folder that 

your M-file is located in, and press OK. Then in the Set Path window, select Save, and then Close. If you do not set the 

path, MATLAB may open a window saying your file is not in the current directory. In order to get by this, select the 

“Add directory to the top of the MATLAB path” button, and hit OK. This is essentially the same as setting the path, as 

described above. Writing Code – After creating and saving your M-file, the next step is to begin writing code. A 

suggested first move is to begin by writing comments at the top of the M-file with a description of what the code is for, 

who designed it, when it was created, and when it was last modified. Comments are declared by placing a % symbol 

before them. Comments appear in green in the M-file window 
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Fig 7: EXAMPLE of M-file 

      

   Images – The first step in MATLAB image processing is to understand that a digital image is composed of a two or 

three dimensional matrix of pixels. Individual pixels contain a number or numbers representing what grayscale or color 

value is assigned to it.  

 

V.  CONCLUSION 

          

   In today’s conditions, where criminal activities are increasing, it is very important to detect and recognize whether 

there is a weapon on a person based on images taken from security cameras, without requiring human intervention. 

Weapon detection and recogni‐ tion are important to prevent criminal activities before they occur and so that the appro‐ 

priate parties can take necessary action. Most criminal activities are carried out using handheld or carried weapons. 

Handheld or carried weapons are the most important ele‐ ments used for various crimes, such as theft, illegal hunting, 

and terrorism. It is necessary to determine the types of weapons that may constitute a criminal element in order to pre‐ 

dict whether there will be any criminal element in the images taken from security cameras and to take the necessary 

precautions beforehand. 

           In conclusion, the model proposed in this study will contribute to the elimination of many security gaps by 

increasing the task effectiveness and efficiency of security forces in security applications. In this respect, the fact that 

the results can be directly transferred to new applications increases the original value of the study. It is expected that the 

results of the study will lead and contribute to similar studies being undertaken, especially regard‐ ing autonomous 

security units. In future studies, an infrastructure investigation could be done on robot soldiers that can automatically 

monitor and analyze input data and send alerts to security forces in order to process data in real time using security 

control systems and to increase classifi‐ cation accuracy. In addition, studies should be developed to detect coated guns. 
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