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Abstract: The fake news on social media and various other media is wide spreading and is a matter of serious concern 

due to its ability to cause a lot of social and national damage with destructive impacts. A lot of research is already 

focused on detecting it. This paper makes an analysis of the research related to fake news detection and explores the 

traditional machine learning models to choose the best, in order to create a model of a product with supervised machine 

learning algorithm, that can classify fake news as true or false, by using tools like python scikit-learn, NLP for textual 

analysis. This process will result in feature extraction and vectorization; we propose using Python scikit-learn library to 

perform tokenization and feature extraction of text data, because this library contains useful tools like Count Vectorizer 

and Tfidf Vectorizer. Then, we will perform feature selection methods, to experiment and choose the best fit features to 

obtain the highest precision, according to confusion matrix results. 
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I. INTRODUCTION 

This Fake News contains misleading information that could be checked. This maintains lie about a certain statistic in a 

country or exaggerated cost of certain services for a country, which may arise unrest for some countries like in Arabic 

spring. There are organizations, like the House of Commons and the Crosscheck project, trying to deal with issues as 

confirming authors are accountable. However, their scope is so limited because they depend on human manual 

detection, in a globe with millions of articles either removed or being published every minute, this cannot be 

accountable or feasible manually.  A solution could be, by the development of a system to provide a credible automated 

index scoring, or rating for credibility of different publishers, and news context. This paper proposes a methodology to 

create a model that will detect if an article is authentic or fake based on its words, phrases, sources and titles, by 

applying supervised machine learning algorithms on an annotated (labeled) dataset, that are manually classified and 

guaranteed. Then, feature selection methods are applied to experiment and choose the best fit features to obtain the 

highest precision, according to confusion matrix results. We propose to create the model using different classification 

algorithms. The product model will test the unseen data, the results will be plotted, and accordingly, the product will be 

a model that detects and classifies fake articles and can be used and integrated with any system for future use. 

II. METHODOLOGY 

 

Data Preprocessing 

 

There are some exploratory data analyses is performed on training data to prepare the data for modelling of system like 

null or missing values, removing social media slags, removing stop-words, correcting contraction. Also, Part of Speech 

(PoS) Tagging has been performed in the data to meet the accuracy of prediction model. Data has been also lemmatized 

to get root form of the words so that prediction algorithm gets trained on the quality data. Before model training the data 

was tokenize so that each word in the sentence can treat as element for model training. 

Lemmatization: Lemmatization is one of the most common text pre-processing techniques used in Natural Language 

Processing (NLP) and machine learning in general. lemmatization involves deriving the meaning of a word from 

something like a dictionary. Lemmatization gives the root form of the word i.e., studying is studies. This makes sure 

that the root word is not just achieved by removing the suffix from a given word that is done in stemming. This makes 

the lemmatization algorithm slow but for the NLP technique where meaning each word is equally important by its root 

word. Thus, we have used lemmatization to get the root word. 
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Tokenization:  

 

Tokenization is essentially splitting a phrase, sentence, paragraph, or an entire text document into smaller units, such as 

individual words or terms. Each of these smaller units are called tokens. Here, tokens can be either words, characters, or 

sub-words as tokens are the building blocks of Natural Language, the most common way of processing the raw text 

happens at the token level. Hence, Tokenization is the foremost step while modelling text data. Tokenization is 

performed on the corpus to obtain tokens. The following tokens are then used to prepare a vocabulary. Vocabulary 

refers to the set of unique tokens in the corpus. Remember that vocabulary can be constructed by considering each 

unique token in the corpus or by considering the top K Frequently Occurring Words. TF-IDF: TF-IDF stands for “Term 

Frequency — Inverse Document Frequency”. This is a technique to quantify a word in documents, we generally 

compute a weight to each word which signifies the importance of the word in the document and corpus. This method is 

a widely used technique in Information Retrieval and Text Mining. TF is individual to each document and word; hence 

we can formulate TF as follows 

 

TF − IDF =
Count of t in d

number of words in d
 

 

This measures the importance of document in whole set of corpus, this is very similar to TF. The only difference is that 

TF is frequency counter for a term t in document d, whereas DF is the count of occurrences of term t in the document 

set N. 

 

df(t) = Occurance of t in documents 

 

IDF is the inverse of the document frequency which measures the informativeness of term t. When we calculate IDF, it 

will be very low for the most occurring words such as stop words (because stop words such as “is” is present in almost 

all of the documents, and N/df will give a very low value to that word). This finally gives what we want, a relative 

weightage. 

 

TF − IDF(T) = N/df 
 

CLASSIFICATION: SUPPORT VECTOR MACHINE (SVM)- 

 

Support Vector Machine (SVM) is a supervised machine learning algorithm used for both classification and regression. 

Though we say regression problems as well its best suited for classification. The objective of Support Vector Machine 

(SVM) algorithm is to find a hyperplane in an N-dimensional space that distinctly classifies the data points. The 

dimension of the hyperplane depends upon the number of features. If the number of input features is two, then the 

hyperplane is just a line. If the number of input features is three, then the hyperplane becomes a 2-D plane. It becomes 

difficult to imagine when the number of features exceeds three. 

 

MODEL TRANING 

 

In this module the extracted features are fed into different classifiers. We have used support vector machine to learn. 

This computational tool uses two different classifiers so that user could get more accurate results the prediction of both 

the classifier are shown the output page. 

 

FEATURE SELECTION  

 

In this module we have performed feature selection methods from sci-kit learn python libraries. For feature selection, 

we have used methods like count Vectorization term frequency like TF-IDF weighting.  TF-IDF (compute a weight to 

each word which signifies the importance of the word in the document and corpus).  Count Vectorization (Vectorization 

is a process of converting the text data into a machine-readable form). 

III. CONCLUSION 

 

In this paper, we’ve used support vector machine which will predict the truthfulness of user input news, here we have 

presented a prediction model with feature selection used as Count Vectorization, TF-IDF which helps the model to be 

more accurate. 
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