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Abstract:  Connected devices, sensors, and mobile apps make the retail sector relevant tested for big data tools and 

applications.We investigate how big data is, and can be used in retail operations. Based on our state-of-the-art literature 

review, we identify four themes for big data applications in retail logistics: availability, assortment, pricing, and layout 

planning. Our semi-structured interviews with retailers and academics suggest that historical sales data and loyalty 

schemes can be used to obtain customer insights for operational planning, but granular sales data can also benefit 

availability and assortment decisions can be used for demand forecasting and pricing. However, the path to exploiting big 

data is not a bed of roses. Challenges include shortages of people with the right set of skills, the lack of support from 

suppliers, issues in IT integration, managerial concerns including information sharing and process ntegration, and physical 

capability of the supply chain to respond to real-time changes captured  by big data. We propose a data maturity profile 

for retail businesses and highlight future research directions. Association Rules is one of the data mining techniques which 

is used for identifying the relation between one item to another. Creating  the rule to generate the new knowledge is a 

must to determine the frequency of  the appearance of the data on the item set so that it is easier to recognize the value  of 

the percentage from each of the datum by using certain algorithms, for  example apriori. This research discussed the 

comparison between market basket analysis by using apriori algorithm and market basket analysis without 

using algorithm in creating rule to generate the new knowledge. The indicator of comparison included concept, the 

process of creating the rule, and the achieved rule. The comparison revealed that both methods have the same concept, 

the different process of creating the rule, but the rule itself remains the same. 
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I. INTRODUCTION 

 

Earlier companies used to produce goods without considering the number of sales and demand. For any manufacturer to 

determine whether to increase or decrease the production of several units, data regarding the demand for products on the 

market is required. Companies can face losses if they fail to consider these values while competing on the market. 

Different companies choose specific criteria to determine their demand and sales . 

 In today’s highly competitive environment and ever-changing consumer landscape, accurate and timely forecasting of 

future revenue, also known as revenue forecasting, or sales forecasting, can offer valuable insight to companies engaged 

in the manufacture, distribution or retail of goods. Shortterm forecasts primarily help with production planning and stock 

management, while long-term forecasts can deal with business growth and decision-making. Sales forecasting is 

particularly important in the industries because of the limited shelf-life of many of the goods, which leads to a loss of 

income in both shortage and surplus situations. Too many orders lead to a shortage of products and still too few orders 

lead to a lack of opportunity. Therefore, competition in the food market is continuously fluctuating due to factors such as 

pricing, advertisement, increasing demand from the customers. Managers usually make sales predictions randomly. 

Professional managers, however, become hard to find and not always available (e.g., they can get sick or leave). Sales 

predictions can be assisted by computer systems that can play the qualified managers’ role when they are not available or 

allow them to make the right decision by providing potential sales predictions. One way of implementing such a method 

is to try and model the professional managers’ skills inside a computer program. Alternatively, the abundance of sales 

data and related information can be used through Machine Learning techniques to automatically develop accurate sales 

predictive models. This approach is much simpler. It is not prejudiced by a single sales manager’s particularities and is 

flexible, which means it can adapt to data changes. It has, however, the potential to overestimate the accuracy of the 

prediction of a human expert, which is normally incomplete. For example, once companies used to produce the products 

without taking into consideration the number of sales and demand as they faced several problems. Since they don’t know 
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how much to sell, for any manufacturer to decide whether to increase or decrease the number of units, data regarding the 

consumer demand for products is essential. If companies do not consider these principles when competing in the market, 

they will face losses. Different companies choose different parameters to determine their market and sales. There are 

several ways of forecasting sales in which companies have 2 previously focused on various statistical models such as 

time series and linear regression, feature engineering and random forest models to obtain future sales and demand 

prediction. Time series contains data points that are stored over a fixed period and are used to forecast the future. Time 

series is a collection of data points which are collected in period at sequential, evenly spaced points. The most important 

components to analyze are patterns, seasonality, irregularity, cyclicity. Linear regression is a mathematical tool used to 

forecast past values. It can help to determine the underlying trends and address cases involving overstated rates. Feature 

engineering is the use of data on domain knowledge and the development of features to make predictive Machine Learning 

models more accurate. It makes for deeper data analysis and a more useful perspective. A decision tree is a fundamental 

principle behind a model of random forests. The decision tree approach is a technique used in data mining to forecast and 

classify data. The decision tree approach does not provide any conceptual understanding of the issue itself. Random forest 

is the more sophisticated method that allows and merges many trees to make decisions. The random forest model results 

in more accurate forecasts by taking out an average of all individual tree decision predictions. The entire data set is usually 

divided into two parts, namely the training data and the test data. Training data is a data that is used to train the model, 

and test data is the data used to evaluate the trained model. A classical approach is 80-20 split, stating that 80 percent of 

the data is used to train the model, and the remaining 20 percent of the data is used to test the model. But approaches like 

stratified K-fold cross-validation are known to provide good results. There were many cross-validation variants, such as 

simple kfolds, leave one out, stratified k-fold cross-validation, and so on. 

 

II. LITERATURE SURVEY 

 

✓ Intelligent Sales Prediction Using Machine Learning Techniques 

✓ MachineLearning Models for Sales Forecasting 

✓ Walmart’s Sales Data Analysis- A Big Data Analytics Perspective 

✓ Forecast of Sales of Walmart Store Using Big Data Applications  

 

III. EXISTING SYSTEM 

 

Sales forecasting is usually done by collecting the sales data of a shop of a time period and make predictions using various 

prediction techniques. There are many factors which affects the sales forecasting which includes direct and indirect 

competition, state and city holidays, population changes, sales promotions etc. The above factors create a great deviation 

in sales prediction in existing system which is not providing accurate results as expected. The confidence level has not 

taken for all algorithms. The holiday factors which is important in sales prediction is no considered. Thus, the sales varies 

on using different machine learning algorithms. 

 

IV. PROPOSED SYSTEM 

 

Proposed Method: 

 An experiment is chosen for the first research question i.e. correlation. Each data attribute can be selected by 

applying feature selection methods like data correlation and which will make the predictable attributes more accurate. 

This will reduce a lot of strain on the Machine Learning model during pre-processing and cleansing the data. For the 

second research question an experiment is chosen because the experiments provide control over factors and a deeper 

understanding of many common research techniques such as a case study or survey[29]. One can describe the procedure 

followed in this experiment as follows: 

• Extracting the data required for the sales. 

• Applying specified Machine Learning (supervised) algorithms. 

• The performance of the output can be enhanced by comparing metrics such as accuracy score, mean absolute 

error and max error. 

• Based on assessment tests, the best suitable algorithm can be selected 

 

V. CONCLUSION 

Sales forecasting plays a vital role in the business sector in every field. With the help of the sales forecasts, sales revenue 

analysis will help to get the details needed to estimate both the revenue and the income. Different types of 

Machine.Learning techniques such as Support Vector Regression, Gradient Boosting Regression, Simple Linear 

Regression, and Random Forest Regression have been evaluated on food sales data to find the critical factors that 

influence sales to provide a solution for forecasting sales. After performing metrics such as accuracy, mean absolute error, 
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and max error, the Random Forest Regression is found to be the appropriate algorithm according to the collected data and 

thus fulfilling the aim of this thesis.  

 

 Future Work  

     In future work one can attempt performance metrics such as time while predicting the sales. These metrics can play a 

crucial role in evaluating multiple Machine Learning algorithms. And also one can attempt to implement more accurate 

data in the continued study. Machine Learning has the advantage of analyzing data and key variables so that you can aim 

to develop a systematic approach using a variety of Machine Learning techniques.   
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