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Abstract: The data in healthcare has increased in volume, intricacy and comprehensiveness. This growth leads to 

extensive application of artificial intelligence and machine learning in the healthcare sector. This study aims to examine 

the application of deep learning models and ensemble learning in diagnosis prediction. We apply Natural Language 

Processing techniques on medical notes to predict diagnosis. Real-life healthcare datasets, like MIMIC-2, contain tables 

with medical notes which can be pre-processed and used to train ML models. This paper presents an analysis of a 

diagnosis prediction algorithm. This facilitates the creation of autonomous medical systems which can be used to aid or 

act in place of healthcare professionals. 
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I INTRODUCTION 

 

The ICU generates a huge quantity of data. This data has enormous promise since it can be utilized to create valuable 

decisions in a health care setup. It has the ability to improve healthcare by assisting clinicians such as doctors and other 

assisting staff in making more efficient clinical choices and optimizing hospital operations. Hospitals are subject to 

multiple pressures, including limited funds and healthcare resources. The intensive care unit (ICU) in particular has 

drawn considerable attention from the medical community due to its critically ill patients and costly resources. The ICU 

patient is highly monitored using electronic equipment to measure physiological data, which provides a rich opportunity 

for valuable clinical data analysis. 

Electronic Health Records contain patient information such as symptoms, primary complaints, medical and 

pharmaceutical history, treatment, procedures and tests, initial diagnosis, final diagnosis, discharge medication, and care 

notes or referral notes. Medical Information Mart for Intensive Care (MIMIC) database is an open source, credentialed 

access Electronic Health Record. It provides a huge amount of information about patients staying in ICU. MIMIC 

contains data in 2 forms: structured and unstructured data. We are concerned with unstructured medical notes for 

diagnosis prediction. The version of MIMIC we are focussing on is MIMIC-2. We focus on the table note_events.csv 

which contains medical notes. 

 

Deep Learning and Natural Language Processing in Healthcare 

In this paper, we try to use the advances in Natural Language Processing and Deep Learning to extract knowledge from 

the unstructured medical notes. This knowledge can be used to predict diagnosis. In a clinical setup, this facilitates the 

creation of autonomous medical systems which can be used to aid or act in place of healthcare professionals. 

Single concept extraction is used to extract critical information from clinical writing such as diagnoses, treatments, and 

procedures. Many researchers have used NLP approaches to match clinical notes with the top ten International 

Classification of Diseases codes, with varying degrees of success. However, given the intricacy of the clinical notes, 

there is tremendous space for improvement. In this study, we examine Single idea extraction (ie diagnosis) from clinical 

language using a cutting-edge NLP deep learning technique. 

 

II METHODOLOGY 

Architecture 

In our study, we use the clinical notes table in the MIMIC 2 dataset. We apply necessary transformation to the dataset to 

obtain relevant features such as medical notes, ICD-9 codes etc. 

This modified dataset is handled in different ways for Bi-LSTM and BERT. For Bi-LSTM, the data has to be pre-

processed to remove noise from data. It is then passed to the Bi-LSTM model for prediction. For BERT, no pre-

processing is required as the BERT model in itself has a pre-processing model pretended to the prediction model. The 

results from the two models undergoes ensembling to obtain the final result. Figure 1 shows the schematic of our 

system. 
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Fig. 1 System Architecture 

 

a. Dataset 

MIMIC-II (Multiparameter Intelligent Monitoring in Intensive Care II) is a database that has been created by collecting 

the data from the ICU patients. The MIMIC-II database consists of the following information: patient demographics, 

laboratory test results, vital sign recordings, fluid and medication records, charted parameters and free-text. As of the 

end of 2012, over 500 users have been approved for access to the MIMIC-II relational database, which reflects 

researchers’ interest in the clinical data of MIMIC-II. Numerous innovative and significant studies on a broad range of 

topics are based on MIMIC-II and establish its importance. The software tools that make it feasible for a large 

worldwide community of investigators to draw on MIMIC-II are essential contributors to its value and utility for 

intensive care research. 

The MIMIC-II relational database contains records from over 32,000 subjects, including over 7,000 neonatal patients. 

The raw data is stored in various base tables, generally organized by subject, hospital and ICU-stay IDs. Importantly, 

due to the sensitive nature of the data, all database records have been thoroughly and completely de-identified by the 

elimination of Protected Health Information (PHI) and altering the dates of the records. 

Accessing and processing data from MIMIC-II is complex. It is highly recommended that studies based on the MIMIC-

II database be conducted as collaborative efforts that include clinical, statistical, and relational database expertise. 

 

b. Preprocessing 

Data preprocessing is an important technique in data mining that helps transform raw data into an understandable 

format. Data preprocessing helps check the quality of data. The quality of data directly impacts the performance of 

machine learning models. Good data quality can lead to better prediction performance, thus forming a crucial step. Data 

preprocessing is achieved through various techniques. The data preprocessing techniques adopted in our methodology 

include: 

● Data cleaning - Data cleaning is the process to remove incorrect data, incomplete data and inaccurate data from 

the datasets, and it also replaces the missing values. The major task was handling missing values. Since the occurrence 

of records with missing values was significantly low, the technique employed to handle missing values was dropping 

such records. 

● Data integration - The note events table consisted of the clinical note texts, along with the diagnosis code while 

the icd9 table consisted of the mapping between diagnosis code and its description. Thus, an integration of the two 

tables was necessary, which was made possible by joining the tables. 

● Textual preprocessing - Careful observation of clinical note texts revealed noise in the data. Natural Language 

Processing (NLP) techniques were employed in order to clean the texts. 

 

 

https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 7.39Vol. 11, Issue 6, June 2022 

DOI:  10.17148/IJARCCE.2022.116120 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                  642 

c. Bidirectional LSTM 

Bidirectional Long Short Term Memory, abbreviated as BiLSTM, is a class of Recurrent Neural Network (RNN), 

primarily used in Natural Language Processing (NLP) tasks. It's a powerful tool that identifies dependencies between 

words and phrases in both directions of the sequence. Tensorflow enables us to define a custom bidirectional LSTM 

model. We begin by defining an Embedding layer, that obtains vector representation for words. This feeds into the 

Bidirectional LSTM layer, with 128 units. A dropout layer is added next to prevent overfitting. Finally, we have an 

output layer that outputs the probability estimates for the different classes. 

 

 
Fig. 2 BiLSTM Model Architecture 

 

d. BERT 

BERT stands for Bidirectional Encoder Representations from Transformers, a state of the art open-source model by 

Google. Transformers consist of an encoder that reads the input text data and decoder that predicts the word for the task. 

Superiority of the BERT over other models comes from its training phase of the model; it uses two training strategies. 

Bert has multiple variants like small, base, large and even a few expert variants for specific domains. However due to 

limited computing resources, considering the tradeoff between training time and accuracy, we decided to use 

‘small_bert/bert_en_uncased_L-2_H-128_A-2’ and trained the model for 15 epochs. 

L = Number of Transformers (2) 

H = Embedding Length (128) 

A = Number of Attention Heads per Transformer Layer (2) 

 
Fig. 3 BERT Model Architecture 
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e. Ensembling 

Ensembling is a general approach in machine learning that combines the predictions from many models, with the aim of 

achieving better predictive performance. The fundamental reasoning behind such an approach is that a diverse group of 

models would capture different patterns within the data and combining them would strengthen generalization, whereas a 

single model would identify only a subset of these patterns and miss out on the others, thus diminishing its 

generalisability. There are numerous techniques to perform ensembling. A simple, yet powerful ensemble technique, 

called Weighted Averaging was employed.  

 

III RESULTS 

 

In this section, we analyze the performance of the different models on the task of diagnosis prediction. 

 

a. BiLSTM Results 

 
Fig. 4 Accuracy for BiLSTM 

 

Figure 4 depicts a plot of accuracy of the Bidirectional LSTM model over epochs. We observe an accuracy between 

60% to 63% for the model. 

 

b. BERT Results 

 
Fig. 5 Accuracy for BERT 

 

Figure 5 depicts a plot of accuracy of the BERT model over epochs. We observe an accuracy around 63% for the 

model.  

 

c. Ensembling           

 

Mathematically, weighted averaging is given as, 
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𝑃 =  ∑

𝑛

1

(𝑤𝑖 × 𝑝𝑖) 

 

To achieve the best possible results, weights of 20% and 80% were assigned to the Bidirectional LSTM and BERT 

models respectively. 

 

IV. CONCLUSION 

 

In summary, this study aims to obtain the effectiveness of the use of novel RNN architectures on EHR such as MIMIC 

2. The novel RNN architectures in consideration are Bi-LSTM, BERT. The study uses Ensemble Learning to improve 

the accuracy of results. From the results, we observe that with these models one can achieve good results for 

classification and concept extraction (ex: Diagnosis) from clinical notes. The model uses NLP to extract information 

from text which is used to assign ICD-9 code to the text in consideration.  

Our experiment will serve as the basis of future experimentations of RNN, Bi-LSTM, BERT and advanced ensembling 

techniques on medical notes from MIMIC-2 and MIMIC-3 dataset and for diagnosis prediction systems.  

Automatic Diagnosis Prediction systems can save a lot of critical time in ICU and trauma situations thereby saving 

lives. This area of study can be useful in the near future. Hence, further research can be made to improve the accuracy 

and sophistication of the models. 
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