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Abstract: As we evolve in the field of technology, the applications of the same in our day-to-day life have improved our 

lives. But this ease comes at a cost since, as the number of appliances used exponentially increases in our society, so does 

our demand for energy. This energy is usually obtained after destructive emissions are released into the environment, and 

the wastage of said energy can also be seen in several areas. A survey shows that a plugged-in mobile charger, when not 

used, consumes 0.1 to 0.5 watts per hour, costing ~15 rupees per day. Such wastage can be expected from other devices 

as well. Therefore, there is a scope for efficient energy management and, in recent times, it can be done more effectively 

using automation systems that eliminate the need for human interactions with devices or tools as much as possible. These 

systems may require the additional fitting of hardware such as sensors that will incur supplementary energy consumption 

and overhead costs for maintenance. They may also offer low-coverage for detection. Collaterally, it is worthwhile to 

note that the need for closed-circuit television (CCTV) installations is a basic necessity in several areas of the society and 

cannot be compromised to conserve energy and yet, we can utilize them to make a region of interest (ROI) energy 

efficient. This can be achieved through rationing the power consumption of other devices by inferring from an intelligible 

detection of objects and activities observed by a camera. It is made possible through a technique called Computer Vision 

(CV). CV, though reducing the workload of building setups for recognition, is a computationally exhaustive technique 

that requires hardware support to function with an accelerated performance for object detection in real-time. Thus, this 

work details the different methods available to detect objects and the techniques that can be employed to accelerate the 

performance of a low power consuming detection system. Graphics Processing Unit (GPU) acceleration and Edge 

computing are also discussed as a way to offer additional support to CV computation. The advantages and specific 

drawbacks of each method are also elaborated. 
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I. INTRODUCTION 

 

Several Automation designs have already been proposed with the rise of sensor usage in various system designs 

to conserve energy. Examples of such include, Passive Infrared (PIR) sensors, Light Dependant resistors (LDR), Heat 

sensors, etc. each of which can be utilized to monitor specific activities in a given region of interest (ROI) but these 

systems require additional installation and maintenance of these sensors. In recent times, CCTV cameras can also act as 

sensors with the support of an image processing algorithm that will detect the performance of most systems and offers 

more visibility in the detection of objects and activities. Thus, using the pre-installed camera as an automation tool to 

increase the energy efficiency of an area can be held as one of the most necessities in the future. 

Detection automation is made possible through Computer Vision. CV turns the camera into the eyes of the 

computer, allowing it to not only collect video data but also to process it the way humans would do. Based on the 

observations made by CCTV assisted by CV, the corresponding reactions can be made with respect to necessary stimuli 

to control energy consumption.  

Using CV to detect objects and activities in real-time will require additional hardware acceleration methods. 

This could include Graphics Processing Unit (GPU) based acceleration to provide the necessary boost in the speed of 

computation. Although, GPUs can be used for this purpose, installing them next to each camera for video processing 

would defeat the purpose of energy savings that need to be made as each GPU device will consume more power to 

perform with a wastage of the resource that can be cycled between several cameras. Thus, keeping just one processing 

system closer to most of the cameras is advantageous. This is where the edge computing platforms play a major role as 

they increase processing speeds without compromising the time required to act on the processed data since they are much 

closer and easily accessible to the cameras than a cloud platform would be. 
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Keeping these techniques and paradigms in mind, a detailed literature review was done and the inferences from 

the same is presented after a few of the concepts required to understand the same are discussed. 

 

II. CONCEPTS REQUIRED TO UNDERSTAND DIFFERENT IMPLEMENTATION METHODS 

 

A few of the basic concepts required to understand the literature are discussed below, 

 

A. Image Classification 

 

Image classification models requires images to have a unique label to identify the whole picture. The annotation 

process of image classification aims at identifying the presence of similar objects in the dataset images.  

An image classification model detects different animals within input images. The annotator would be provided with 

a dataset of different animal images and made to classify each image with a label of the specific animal species. The 

animal species is the class, and the images are the inputs. Thus, the outcome of image classification is to simply identify 

the presence of a particular object and name its predefined class. 

The unique visual characteristics of the animals are provided to the model during training as annotated images so 

new unannotated animal images can also now be classified. 

 

B. Object Detection 

 

Object detection or recognition models classify, locate, and count the number of objects in an image. The annotation 

process draws bounding boxes around each object, thus allowing us to locate the exact position and number of objects in 

an image. The main difference is that several classes are detected within an image rather than the entire image being 

classified as one class, which is the case in image classification. 

The class location parameter must be considered in the definition of the class and its boundary, but in image 

classification, the entire image is a single class. Objects can be annotated within an image with the use of labels and 

bounding boxes. 

 

C. YOLO Algorithm 

 

You Only Look Once (YOLO) detects and recognizes various objects in a picture in through just  

a single propagation through the neural network and detect objects. This algorithm has several variants, to name a few; 

YOLOv3, YOLOv4, etc. 

 

D. Region-Based Convolutional Neural Network (R-CNN) 

 

The R-CNN is a multistage object detection algorithm. It provides high precision object recognition using region 

proposals, from which features are extracted, and SVMs (State Vector Machines) use the extracted features for image 

classification. 

 

E. GPU Acceleration 

 

GPU programming entails dividing multiple processes among multiple cores to accelerate the time needed for 

execution offering data processing parallelism in real-time through the use of hardware. Compute Unified Device 

Architecture (CUDA) is a parallel programming paradigm that was released in 2007 by NVIDIA Corporation. 

 

F. Edge Computing 

 

Edge computing, a distributed computing paradigm, brings the resources for computation and data storage devices 

closer to the sources of the said data. This computing structure is expected to improve response-times to stimuli and save 

bandwidth involved in the transfer of data to and from the edge device and its dependent data-yielding sources. It is a 

topology-sensitive and location-sensitive architecture designed to handle minimal computational requirements in real-

time in comparison to a cloud platform. 

 

Following this, a brief idea of the concepts is grasped to now understand the literature review done and presented in 

the next section. 
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III.  LITERATURE REVIEW 
 

In times before the development of CV, sensors were used to detect the presence of humans based on the usage 

of Passive Infrared (PIR) sensors. An array of HC SR501 PIR sensors were used to detect human presence below the 

sensor. In article [1], the control of resources is initiated by TI SimpleLink ultra-low-power remote MCU after obtaining 

input from the sensors. Human detection was possible, and the MCU turned the resources on and off. Conveniently, a 

delay was generated between human detections so that the system did not remain in the polling condition. The work 

carried out was limited to one laboratory with a load of 700 W under test. Fig. 1 depicts the setup used in this 

experiment.[1] 

 

 

Fig. 1 Human Presence Detection using PIR sensors [1] 

 

Though PIR sensors and other methods [1-6] have been explored, these methods require additional hardware, 

energy consumption, implementation costs, and overhead with minimal fault insurance. It must also be highlighted that 

traditionally these sensors that are powered through a separate electrical system that would also require maintenance 

which creates an implementation overhead that constraints the development of stand-alone systems. Therefore, it can be 

inferred that the automation ideas must showcase minimal to no human intervention in terms of maintenance with least 

installation costs. 

Additionally, to understand the full extent of the flexibility of a sensor-based, stand-alone hardware setup that 

would support automation and the expenses it would incur, the work described in paper [7] was viewed. It is a simulation 

of a hardware setup using the PROTEUS software that was realised as a real-time system. This system works based on 

the availability of light and the environment's temperature. The functioning depends entirely on the functioning and 

placement of sensors, but a fault detecting mechanism is designed. No recovery or by-pass mechanism in case sensors 

fail is described, and the PIC used is not indicated. But the main factor that hampers this solution is the power-grid 

placement for these sensors, which may soon become cumbersome if detection coverage needs to be extended. This 

system would also be redundant, yet power-consuming in an ROI observed by a CV enabled CCTV since human presence 

detection is possible through cameras. On a side note, with respect to the powering of cameras, the number of cables 

power and collect data from the cameras can be minimized if the ROI is set up with Internet Protocol (IP) based cameras 

that utilize Power over Ethernet (PoE) technology. Through PoE, a camera can obtain its necessary power supply through 

the ethernet interface to which it’s connected. 

Moving on, as the first step to utilizing CV for the application of detecting humans in a given environment, a 

suitable dataset to train a model must be assembled, and an application-specific model must be designed to obtain the 

expected outcome. A new approach for the direct optimization of the Intersection over Union (IoU) measure in deep 

neural networks can be noted as it was applied to object category segmentation to address the issue of pre-processing the 

image data obtained for training a model. [8] Optimizing the IoU loss results in better performance than traditional 

softmax loss commonly used for learning DNNs. Paper [8] is focused on binary segmentation problems. Although this 

technique is resourceful, simple segmentation techniques and bounding-box-based image annotations can be utilized for 

a simple, small-scale project that does not require high precision that is costly. Thus, the bounding-box can be considered 

for the first level of optimization of the training data in a small-scale edge deployment. 

In view of the models that can be optimized to detect humans and trained with such pre-processed data, various 

object detection algorithms implemented in Python, such as Haar-Like features, Template matching, Blob Detection, 

Gradient-Based Method, Local Binary Pattern, Bag-of -words Method, and Deep Face Method, were noted. [9] Although 
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these techniques carry merit, the speed of execution of the YOLOv4 algorithm was unparalleled in these methods. But 

the YOLOv4 algorithm detects 91 objects which is redundant if the need of object detection is limited to a few objects 

such as humans or cars. It is also a relatively large model to be executed on an edge device with limited memory and 

processing capabilities. To obtain considerable speed in execution without compromising accuracy, a few more models 

need to be considered. 

A new architecture for a Fully Convolutional Network (FCN) is proposed with a region-based detector that is 

fully convolutional, with almost all computation shared on the entire image in [10]. This architecture reduces the density 

of the neural network making the training, testing, and computation faster. Fig. 2 depicts the FCN. PASCAL VOC 

datasets were used with 83.6\% precision and with the 101-layer ResNet. It was also achieved at a test-time speed of 

170ms per image (2.5-20 times faster) and was a more viable option compared to MobileNets [11] since MobileNets 

trade-offs a reasonable amount of accuracy to reduce size and latency. 

 

 

Fig 2. FCN architecture [23] 

 

Comparable to the FCN in terms of accuracy and reduced computation, a Region Proposal Network (RPN) 

merged with the Fast R-CNN into a single network by sharing their convolutional features, suggested in [12], can be 

explored. The RPN component conveys to the unified network where it must look. The detection system has a frame rate 

(frames per second) of 5 fps on a GPU while achieving state-of-the-art object detection accuracy on PASCAL VOC 2007, 

2012, and MS COCO datasets with a mere 300 proposals per image. To better understand a Fast R-CNN, a paper 

describing it was taken based on which a Fast R-CNN train the deep network 9× faster than R-CNN, is 213× faster at 

test-time, and reaches a higher mAP on PASCAL VOC 2012. Compared to SPPnet, Fast R-CNN trains 3× faster, tests 

10× faster, and is more accurate.[13] Fast R-CNN is implemented in Python and C++ (using Caffe) and is available under 

the open-source MIT License. Fast R-CNN also occupies lesser memory with respect to the other models discussed, thus 

making it ideal for implementation into the edge computing paradigm.  

Apart from the above, object tracking can be exercised to predict the movements of objects so that a targeted 

system may enter an idle state should the object behave in a certain way within the ROI. The implementation of Object 

Tracking in a video file is based on the colour and motion of single and multiple objects that are counted in numerous 

frames on MATLAB R2017b in [14]. The advantages and limitations of each aspect of the algorithms used were discussed 

in detail. Though a detailed analysis of the performance of each algorithm has not been mentioned, the usage of coloured 

images raises the question of redundant data supplied to the algorithm since, in recent times, grayscale image-based 

models are famous for their size while transmitted through a network. Thus, a few more techniques can be explored.  

The traditional adaptive mixture Gaussian model was used in [15], and by dynamically adjusting the parameters 

and the number of Gaussian components, the computation cost was reduced significantly. It can quickly and accurately 

extract the foreground information of different types and eliminate noise. With both tracking and filtering in mind, a two-

way matching method based on frame difference was designed to obtain the detected moving target, and a series of image 

filtering methods were combined in [16]. Bokeh plotting was used to detect and plot the time-frame in which the object 

was in front of the camera. This method showed high accuracy, but no detailed analysis of data was provided regarding 

the efficiency or performance of the project. 

Thus, for simple detection tasks without the need for tracking, it can be concluded that the Fast R-CNN not only 

provides faster and accurate inference but also occupies less memory during execution done without polling as in the 

case of tracking. This can be considered as the model required for the edge computing host to detect objects.  
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Then, to accelerate the model execution, a few hardware methods can be analysed. Object Detection Systems 

by Xilinx ZCU104 FPGA board and NVIDIA Mobile GPU boards with a USB camera was done in paper [19] provided 

some understanding. The image split method is adapted by YOLOv2 and FPGA. The performance of the FPGA and GPU 

were compared. FPGA achieves 547.0 FPS per image and is 3.9 times faster than Mobile GPU. When the image is split 

into 4 × 4 grids, the system realizes 34.2 FPS (the real-time requirement on the standard camera is 30FPS). Apart from 

this, a novel experimental software OpenVINO was considered to deploy models on Intel hardware to accelerate the 

model's performance by three times the execution speed. CUDA was pursued to perform a comparative analysis with the 

Nvidia Jetson Nano 2GB board. GPU computing [20] is explored through NVIDIA Compute Unified Device Architecture 

(CUDA), which is, at present, the most evolved application programming interface (API) for general-purpose 

computation on GPUs in [21]. A few case studies and fundamental concepts in GPU programming were introduced to 

readers, and insights were provided into CUDA-based programming to introduce acceleration in processing in this article. 

Fig. 3 shows the Nvidia Jetson Nano 2GB developer kit. CUDA C and CUDA python are used to program the Nvidia 

board. [22]  

 

Fig 3. Nvidia Jetson Nano 2GB specifications [24] 

 

 

Lastly, to increase the range of operation and reduce the number of devices and resources employed, the video-

streams must be communicated to a singular host machine that serves multiple cameras. Therefore, for the edge 

computing hosts running the detection algorithm to communicate with the cameras from a distance, a network must be 

established that transfers data to the edge computing host from the cameras, and delivers the respective feedback to the 

devices that can control the state of the appliances that may be connected to them to achieve the energy conservation 

target. 

In order to set up the communication interface between the host machine and microcontroller, a host of 

communication methods such as Wi-Fi, GSM, Bluetooth, and ZigBee were considered. [17-18] Due to the wide range 

offered as well as the ease of setup and use of the Wireless Local Area Network (WLAN), it can be the preferred 

communication mechanism to transfer data over a network. Thus, Wi-Fi-based control [2] [17-18] has been suggested to 

not only increase the area of ROI but also offer easy human intervention schemes, if necessary, in cases where differently-

abled are required to interact with the system or if the automation tool and authorized human personnel supervising the 

resources are remote by connecting to the setup through the internet. 

Thus, from the literature, Fast R-CNN-based model can be considered for an edge object detecting application. 

The deployment platform can be chosen with respect to the performance of several CPUs and GPUs by conducting a 

study by deploying the Fast R-CNN on each of these platforms Furthermore, the design cost must also be kept in mind 

to ensure the cost of the implementation and the energy it consumes make it a feasible solution. Finally, the deployment 
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platform, can use GPU programming to accelerate the detection model and the entire setup can on a Wireless Local Area 

Network (WLAN) for ease. 

 

IV. CONCLUSION 

 

In many areas, electrical appliances are most often continuously consuming power until humans manually switch 

them off; thus, energy savings must be extracted through the automation of state switching of these devices based on 

need. Conserving energy through the use of CCTV cameras by the selective enabling of the appliances of an ROI based 

can also be done using CV without the need for additional sensor or hardware implementation. From the literature, it can 

be understood that CV models can be computationally expensive leading to the exploitation of GPU acceleration and 

edge computing methods. With this in mind, Fast-RCNN and WLAN setups deployed on an edge platform such as the 

Nvidia Jetson Nano board, with limited processing ability and memory availability, were suggested to be implemented 

in a prototype design for the mentioned purpose. The prototype cost must also be factored in during the development of 

the system to make it a feasible real-time solution. 
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