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Abstract: Computer Vision is an important field that has been revolutionised by the emergence of Deep Learning and 

Neural Networks. Object Detection is an important subclass of Object Detection that involves image classification and 

object localization. There are 2 major classes of object detection algorithms - one stage detectors and multi-stage 

detectors. Multi-stage detectors like Region-based Convolutional Neural Networks (R-CNN), Fast R-CNN and Faster-

RCNN first make region proposals and then make separate predictions for each of these regions. Single stage detectors 

like YOLO (You Only Look Once) require only one single pass through the convolutional network and predict the 

bounding boxes in one go. Single shot detectors like YOLO perform better when speed is the most important factor, 

even more so than accuracy. YOLO has applications in real-time systems like autonomous driving, crowd management, 

etc. The algorithm developed performs object counting in addition to object detection. 
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I. INTRODUCTION 

 

Computer Vision is seeing great interest in the past few years with the advent of Artificial Intelligence and Machine 

Learning as a part of the Fourth Industrial Revolution. Object Detection can be considered a sub-domain of Computer 

Vision. It has applications in various fields, some of which are surveillance, defence, healthcare, and traffic analysis. 

On a certain level, Computer vision is all about pattern recognition. So, one way to train a computer how to understand 

visual data is to feed it lots of images that have been labelled, and then subject them to algorithms that allow the 

computer to hunt down patterns in all the elements that relate to those labels. 

Before the advent of deep learning, the tasks that computer vision could perform were extremely limited and required a 

lot of manual coding and effort by developers and human operators. 

 

Deep learning provided a fundamentally different approach to doing machine learning. Deep learning relies on neural 

networks, a general-purpose function that can solve any problem representable through examples. When you provide a 

neural network with many labelled examples of a specific kind of data, it will be able to extract common patterns 

between those examples and transform it into a mathematical equation that will help classify future pieces of 

information. Deep Learning plays a significant role in object detection and tracking as it has the capability to improve 

with increasing subject data. Most current computer vision applications such as cancer detection, self-driving cars and 

facial recognition make use of deep learning. 

 

Object recognition is a general term to describe a collection of related computer vision tasks that involve identifying 

objects in digital photographs. Image classification involves predicting the class of one object in an image. Object 

localization refers to identifying the location of one or more objects in an image and drawing a bounding box around 

their extent. Object detection combines these two tasks and localizes and classifies one or more objects in an image. 

Object Tracking and Counting involves detecting objects in an image or video and tracking their movement within the 

image or frame limits and counting the number of instances of each object class being tracked. Object Tracking and 

Counting can have important applications in traffic-flow analysis and surveillance systems. 

 

II. METHODOLOGY 

 

The proposed approach utilises the YOLO algorithm for object detection. The YOLO Algorithm was trained over the 

COCO (Common Objects in Context) dataset. It uses neural networks to provide real-time object detection.  

The developed system consists of 3 modules - the Video Module, the Detection Module, and the Counting Module. 
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The video module is responsible for processing the video or feed before object detection can be performed. It allows us 

to choose the video or the camera stream on which detection and counting is to be performedIn case of a video- the path 

to the video is specified, and in case of a live camera stream, the url to its feed is fed as input. OpenCV is the main 

library employed for the task of processing the video. OpenCV (Open-Source Computer Vision Library) is an open-

source computer vision and machine learning software library. OpenCV was built to provide a common infrastructure 

for computer vision applications and to accelerate the use of machine perception in the commercial products. OpenCV 

helps us to break the video into individual frames which can be passed to the detection module for detecting objects in 

real time. 

 

The Object Detection Module uses the YOLO algorithm. YOLO employs a CNN to perform detections in a single pass 

through the network. This means that prediction in the entire image is done in a single algorithm run. The CNN is used 

to predict various class probabilities and bounding boxes simultaneously. YOLO makes use of 3 processes for object 

detection - Residual blocks, Bounding Box Regression and Intersection Over Union. 

● In Residual blocks, the image is divided into cells in a grid pattern. The grid cells can then detect objects that 

appear within them. YOLO uses a single bounding box regression to predict the height, width, centre, and class of 

objects. This means that detections are solved as a regression problem rather than a classification problem. 

● A bounding box is a rectangle that encloses the detected object. Intersection over union (IOU) is a 

phenomenon in object detection that describes how boxes overlap.  

● YOLO uses IOU to provide an output box that surrounds the objects perfectly. Each grid cell is responsible for 

predicting the bounding boxes and their confidence scores. The IOU is equal to 1 if the predicted bounding box is the 

same as the real box. This mechanism eliminates bounding boxes that are not equal to the real box. 

 

The final step is counting. The Detection Module gives us frames with object detection carried out and these are passed 

to the final module - the Counting Module. The Counting Module counts the various bounding boxes of the detected 

object classes and outputs the number to the screen. 

 

III. SIMULATION AND EXECUTION 

 

Based on the methodology discussed in previous sections, a python program was developed making use of OpenCV, 

TensorFlow, numpy, Pandas and PIL (Python Image Library) 

Various object detections were trained in this model. The following results were obtained after detection, tracking and 

counting on video feeds and camera streams. 

 

 
Fig. 1. 

 

 
Fig. 2.
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IV. CONCLUSION 
 

A system for detecting the various COCO classes was developed. The system also has the capability of tracking the 

detected objects as they stay in the field of vision. An additional feature of counting the number of instances of the 

various classes is also included in the project. This project has various applications in the fields of traffic analysis, law 

enforcement, crowd management, etc. 

Traffic police can use the application to manage traffic more effectively. This has the potential to better manage traffic 

and make cities less congested and allow for lower commuting times.  

Law Enforcement can use person detection to track anti-social elements more easily to nail down their location easily. 

Crowd Management applications can be utilized to manage crowds in public spaces such as railway stations, airports, 

and bus stations. 
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