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Abstract: This paper shows the performance of artificial intelligence mainly associated with the swarm intelligence 

concept to find minima and maxima of a set of benchmark functions. The implementation is basically carried to 

optimize Neural Networks using swarm intelligence to overcome the effect of training algorithms (Back propagation) 

which get stuck at local minima or local maxima in many applications, using swarm intelligence. This is a part of 

research work which is carried to show the performance of above algorithms in finding the maxima/minima of the 

benchmark functions.. The results shows that these swarm concepts have no tendency to get stuck at local minima or 

local maxima and proper parameter selection to these algorithms produces excellent results. 
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1. INTRODUCTION 

 

The use of genetic algorithms (GA) for problem solving is not new. The pioneering work of J. H. Holland in the 1970‟s 

proved to be a significant contribution for scientific and engineering applications. Since then, the output of research 

work in this field has grown exponentially although the contributions have been, and are largely initiated, from 

academic institutions world-wide. Those problems once considered being “hard” or even “impossible,” in the past are 

no longer a problem as far as computation is concerned. Therefore, complex and conflicting problems that require 

simultaneous solutions, which in the past were considered deadlocked problems, can now be obtained with GA. 

Furthermore, the GA is not considered a mathematically guided algorithm. The optimum obtained is evolved from 

generation to generation without stringent mathematical formulation such as the traditional gradient-type of optimizing 

procedure. In fact, GA is much different in that context. It is merely a stochastic, discrete event and a nonlinear process. 

The obtained optimum is an end product containing the best elements of previous generations where the attributes of a 

stronger individual tend to be carried forward into the following generation. The rule of the game is “survival of the 

fittest will win” [11]. 

 

Ant colony algorithm (Colorni et al., 1991; Dorigo et al., 1996) is a kind of meta-heuristic algorithms and has been 

successfully applied to solve many combinatorial optimization problems, such as travelling salesman problem 

(Gambardella & Dorigo, 1995; Dorigo et al., 1996; Dorigo & Gambardella, 1997; Stützle & Hoos, 1997), sequential 

ordering problem (Gambardella & Dorigo, 2000), generalized assignment problem (Lourenço & Serra, 2002), 

scheduling problem (Stützle, 1998; Merkle et al., 2002; Merkle & Middendorf, 2003), network routing problem 

(Schoonderwoerd et al., 1996; Di Caro & Dorigo, 1998; ), set covering problem (Hadji et al., 2000; Rahoual et al., 

2002; Lessing et al., 2004), etc. Great achievements of ant colony algorithm have attracted lots of attentions from 

different disciplinary researchers, and its application fields have been expanded from combinatorial optimization to 

continuous optimization problems, single-objective problems to multi-objective problems, static problems to dynamic 

problems, etc [12].  

 

2. GENETIC ALGORITHM: THE CONCEPT AND FLOWCHART 

 

GA is inspired by the mechanism of natural selection [16], a biological process in which stronger individuals are likely 

be the winners in a competing environment, Here, GA uses a direct analogy of such natural evolution. It presumes that 

the potential solution of a problem is an individual and can be represented by a set of parameters. These parameters are 

regarded as the genes of a chromosome and can be structured by a string of values in binary form. A positive value, 

generally known as fitness value, is used to reflect the degree of “goodness” of the chromosome for solving the 

problem, and this value is closely related to its objective value. 

Throughout a genetic evolution, a fitter chromosome has the tendency to yield good-quality offspring, which means a 

better solution to the problem. In a practical application of GA, a population pool of chromosomes has to be installed 
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and they can be randomly set initially. The size of this population varies from one problem to the other. In each cycle of 

genetic operation, termed an evolving process, a subsequent generation is created from the chromosomes in the current 

population. This can only be successful if a group of those chromosomes, generally called “parents” or a collection 

term “mating pool,” are selected via a specific selection routine. The genes of the parents are to be mixed and 

recombined for the production of offspring in the next generation. It is expected that from this process of evolution 

(manipulation of genes), the “better” chromosome will create a larger number of offspring, and thus has a higher 

chance of surviving in the subsequent generation, emulating the survival-of-the-fittest mechanism in nature. A scheme 

called roulette wheel selection [17] is one of the most commonly used techniques in such a proportionate selection 

mechanism. The cycle of evolution is repeated until a desired termination criterion is reached. This criterion can also be 

set by the number of evolution cycles (computational runs), the amount of variation of individuals between different 

generations, or a predefined value of fitness. The flowchart for GA is shown in figure 1. 

 

Flowchart- 
 

 
 

Figure 1 – Flowchart for genetic algorithm 

 

3. ANT COLONY OPTIMIZATION: THE CONCEPT, ALGORITHM AND FLOWCHART 

 

ACO algorithms make use of simple agents called ants which iteratively construct candidate solutions to a 

combinatorial optimization problem [13]. The ants‟ solution construction is guided by (artificial) pheromone trails and 

problem-dependent heuristic information. In principle, ACO algorithms can be applied to any combinatorial 

optimization problem by defining solution components which the ants use to iteratively construct candidate solutions 

and on which they may deposit pheromone. An individual ant constructs candidate solutions by starting with an empty 

solution and then iteratively adding solution components until a complete candidate solution is generated. We will call 

each point at which an ant has to decide which solution component to add to its current partial solution a choice point. 

After the solution construction is completed, the ants give feedback on the solutions they have constructed by 

depositing pheromone on solution components which they have used in their solution [18]. Typically, solution 

components which are part of better solutions or are used by many ants will receive a higher amount of pheromone, and 

hence, will more likely be used by the ants in future iterations of the algorithm. To avoid the search getting stuck, 

typically before the pheromone trails get reinforced, all pheromone trails are decreased by a factor ρ. The flowchart for 

ACO is shown in figure 2. 

The pheromone τij is given by, 

    (   )      ∑     
 

 

   

                         ( )  

 

Where ρ is the evaporation rate, m is the number of ants, and 

     
  is the quantity of pheromone laid by ant k Or the pheromone is updated as 
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Where,  τmax and τmin are respectively the  

 

upper and lower bounds imposed on the pheromone 
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Where Q is a constant and L k is the length of the tour constructed by ant k. 

 

Natural Behavior of Ant 

 

1) Real Ant follows a path between nest and food source. 

 
 

2) An obstacle appears on the path Ant chooses to turn left and right with equal probabilities. 

 

 
3) Pheromone is deposited more quickly on the shorter path. 

 

 
 

4) All ants have chosen the shorter path 

 

 
 

Particle Swarm Intelligence 

 

Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Dr. Eberhart 

and Dr. Kennedy in 1995, inspired by social behavior of bird flocking or fish schooling.PSO shares many similarities 

with evolutionary computation techniques such as Genetic Algorithms (GA). The system is initialized with a 

population of random solutions and searches for optima by updating generations. However, unlike GA, PSO has no 

evolution operators such as crossover and mutation [8]. 

 In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum 

particles. Each particle keeps track of its coordinates in the problem space which are associated with the best solution 

(fitness) it has achieved so far. (The fitness value is also stored.) This value is called pbest. Another "best" value that is 
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tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle. 

This location is called lbest. When a particle takes all the population as its topological neighbors, the best value is a 

global best and is called gbest. Acceleration is weighted by a random term, with separate random numbers being 

generated for acceleration toward pbest and lbest locations.PSO is a metaheuristic as it makes few or no assumptions 

about the problem being optimized and can search very large spaces of Candidate solutions. However, metaheuristics 

such as PSO do not guarantee an optimal solution is ever found. More specifically, PSO does not use the gradient of the 

problem being optimized, which means PSO does not require that the optimization problem be differentiable as is 

required by classic optimization methods such as gradient descent and quasi-newton methods. PSO can therefore also 

be used on optimization problems that are partially irregular, noisy, change over time, etc. 

 

System Architecture 

 

 
 

Figure No. 5.1 System Architecture 

 

This is the flow diagram of the complete project that is how to process the implement the project required algorithm 

and how to process on the input data and how to getting output object of this project finally. 

 

RESULT OF GA & ACO 

 

The following table shows the output of Genetic Algorithm and Ant colony Algorithm 

 

 
 

Table No.1- Performance in terms of numbers of iteration required to find Minima. 
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Table No.2 -The values obtained by different swarm algorithms. 

 

Output of Brain Tumor by ACO 

 
Figure :- Original test image 

 

 
Figure :-No Tumor Detected in Test Image Normal 

 

 
Figure :-Original test image 

 

 
Figure :- Brain Tumor Detected in Test  Image ABNormal 
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Figure :-Original test image 

 

 
 

Figure :- Brain Tumor Detected in Test  Image ABNormal 

 

Future Scope 

 In the real word there are so many future scope of this project with the same logic or some modification on the 

project. Following are the same area where you can implement 

1. Face detection,  

2. Face Recognition, 

3. Traffic control systems etc. 

4. Content-based image retrieval 

5. Medical imaging  

6. Locate tumors and other pathologies 

7. Locate objects in satellite images (roads, forests, crops, etc.) 

8. Fingerprint recognition 

 

CONCLUSIONS 

 

„The Particle Swarm Intelligence‟, „Ant C olony optimization‟ is the effectively algorithm over the Genetic 

algorithm, Therefore by using the Ant colony optimization we will find the brain tumor which will very  helpful to the 

medical field  by saving the time. It will also benefit to the application like face detection, recognition, Traffic control 

systems etc. and so many other application. 

The project is to implement basic genetic algorithm and this algorithm can be combined with other optimization 

algorithms like „The Particle Swarm Intelligence‟, „Ant Colony optimization‟. And effectively use it to find minima or 

maxima of benchmark function where other algorithms or methods stuck at local minima/ maxima. Latter on 

comparison the output depend on the performance table value. And then by the optimal algorithm find the tumor in the 

brain. 
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