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Abstract: Memory management and computer programming both employ the stack notion. Stack management is 

crucial because it enables us to identify reliable users who can access any server and make modifications to a specific 

file or system. Currently, managing pull requests is done on a committed basis, which adds overhead. Additionally, a 

less time-consuming alternative for managing pull requests is the stack-based method. The main goal is to develop a 

micro service that uses  Kubernetes, Spring boot and React JS to stage and manage the stack for accessing files using 

instances. Utilizing Spring Boot backend technology, many APIs (application programming interfaces) have been built. 

In order to test the APIs, these queries are first performed using Postman, and then, after integration with the user 

interface, they are made directly through the interface. By utilising React JS, a programming language that uses 

JavaScript, to create a sleek and clear user interface, the entire design is made user-friendly. React JS offers a 

declarative and component-based programming style that aids in the effective creation of user interfaces, no matter how 

straightforward or complicated they may be. Additionally, Jenkins was utilised for testing. For each part of the service, 

the microservice offers several APIs, facilitating future changes or additions. Even when doing several write and 

read operations to the database, all APIs have lower latency. Additionally, each API has an average response time of 

less than 400 milliseconds, which improves user experience by saving a lot of time and the tool's responsiveness. The 

entire microservice has been deployed to the AWS cloud and is available for usage so that files and documents may be 

accessed without causing concurrency. Since each team will have its own instance, modifications made by one team to 

a particular file will not be acknowledged by another team. This aids in pipelining usage alteration of files and 

databases that are crucial to the user. 
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I. INTRODUCTION 

 

Each team in a company will have its own common servers and editable documents. There will be a lot of teams in 

every company. A concurrency problem might occur while doing it, resulting in data loss and putting the firm in 

jeopardy. The User Interfaces (UIs) for controlling all Elastic Stack-related elements, including indices, clusters, 

licences, data views, UI settings, spaces, and more, are found in Stack Management. Specific features have access 

restrictions and are inaccessible. Think on data augmentations and possible transformations for the provided data. Pipes 

for logging. The ability to build, modify, and remove pipeline settings for logstash and index management. Take 

operations including refreshing, flushing, and cleaning the cache, as well as see index settings, mappings, and statistics. 

 

Data maintenance may be completed economically if the right index management techniques are used. The hot, warm, 

cold, and delete phases of an index's lifecycle are used to describe the lifespan of an index inside a policy. These laws 

allow for the reduction of operating expenses and the allocation of data to various resource levels. Snapshot and restore 

define an index age via the hot, warm, cold, and delete stages as the index lifespan in a policy. 

These rules aid in cost management since they may have allocated data to various resource levels. A path to a certain 

file is made possible via an instance, which is a tunnel. A particular instance might be in the Free State or the Use State. 

If the instance is in a free state, any engineer in the team is welcome to utilise it for a specific task. If an instance is 

currently in use, the only way to alter it is to drop it so that another player may take it up again. 

 

In this project, stack construction occurrences are dealt with. In every case, teams are involved. A team instance cannot 

be viewed by another team for any type of action. The two potential states, for example, are Free and InUse. If the copy 

is in the Free status, any member in the team is free to utilise it for any purpose. The engineer who is presently using the 
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specimen for the original intention must be listed by name on the application. If a instance is already in the InUse state, 

the only thing that can be done is to free it so that another person may take it back. 

 

II. RELATED WORK 

 

The associated physical memory may be unmapped when an application is not in use. The mapping from Virtual 

Machine to Physical machine can be selectively disconnected to reduce stack memory utilisation [1]. According to 

experimental findings, the suggested approach cuts the amount of stack memory used by 27% and speeds up memory 

shifting. One of the most important factors for cloud-based solutions is the expenses of stack execution. They are built 

to execute all REST API calls asynchronously since the operation teams place a lot of importance on the stack 

management interface's speed [2].  

 

Ember.js may be considered an active and rapidly expanding project since it makes use of promises and callbacks. 

Using Ember.js the public appears to be aware of the difficulties with SEO in  single Overlay networks, such as peer-to-

peer Page Application (SPA) [3]. The Ember.js core team is presently working on an ember add-on called ember-cli-

fast networks [10], for use, for example, in SDN boot. To assess and compare these networks for R language and 

ReactJS packages, preliminary target systems in the communication system work by establishing appropriate tools and 

methodologies that rely on publicly available version control data.  

 

The three core processing components that make up the EMBERS system are Data Ingest, Message Enrichment, and 

Analytic Modeling. The design supports the main mode of streaming analysis in addition to batch processing [4] and 

database-based caching storage for data aggregation and durability. Because data is preserved from critical points in the 

processing pipeline, it is straightforward to replay the system using historical data [5]. Additionally, messages are 

indexed to facilitate quick computation of audit trails and derivation chains. 

 

Open source software uses code and information flows equivalent to those in common supply chains and has similarly 

decentralized decision-making. The front-end website utilizes HTML5, CSS to adapt to different page layouts [6]. 

Technologies include JavaScript, Bootstrap, and others. AJAX and the Spring Boot framework have completely 

separated the front and back ends.  

 

The SPMM functions require stack space in order to execute. In the SPM, this area has been reserved. The manager was 

deliberately designed to provide low stack space overhead, without using any common library [7] functions. Assembly 

code is placed between these calls to switch the stack pointer among the prog and mgr stack areas.Spring Boot provides 

a variety of Auto Configuration options to set up the application with any necessary dependencies. Another challenge is 

locating the framework [8] dependencies and corresponding library versions required to build a web application. 

Contrasting with CRUD web apps by combining a comprehensive yet flexible framework with the related libraries into 

a single dependency, Spring Boot enables easier dependency management.  

 

In contrast to self-adaptation frameworks, which offer a standardized method for creating self-adaptive programs, we 

refer to REACT as a runtime environment, i.e., a platform [19] that is also responsible of planning and executing 

adaptations depending on user-specified adaptation behavior. REACT offers a feedback loop and interfaces for 

connecting target systems.  

Potential target systems in the communication systems area include overlay networks like peer-to-peer systems and 

underlay networks [10], for instance in SDN scenarios. 

 

III.  RELATED WORK AND RESEARCH GAP 

 

In order to build and validate REST APIs for software-defined networking (SDN) and cloud computing, REST Chart 

has to be improved. This indicates that SDN is being used to map and verify the many APIs that are being utilized. The 

business chose to upload all the papers and documents created by building a firewall network utilizing cloud computing 

technologies in light of current advances. The study papers' approaches are not compatible with your company's data 

security compliance since at this level of development, building a security system based on login information won't be 

adequate. Additionally, the majority of the data monitoring systems in use today are commit-based, which prevents 

customization of security measures. Additionally, stack-based systems provide more control over the security features, 

enhancing their sturdiness and dependability 
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A database is built that will be recording, saving, and reporting out the past 20 usages of the Instance by default as well 

as how long a user has occupied an Instance. Assemblies constructed without stack analysis will result in "tolerance 

stack-up" difficulties. When there is a lot of data to display to the user, paginating the JSON response from the REST 

API is also done, which frequently helps.                 

 

IV.  METHODOLOGY 

 

In this project, we construct numerous hidden tunnels (or instances) for each pull request made, and we design a 

microservice to handle all the various pull requests made by various team members. 

Additionally, the project deploys code using a procedure based on feature branches. The entire process is carried out in 

a feature instance that is entirely isolated, and once the job is over, we merge this back into the original data location. 

We may produce many instances of each pull request based on the work utilizing the stacked pull requests, which 

makes the reviewing process simple 

 

 
 

 

 

In order to handle the apis to save or get data from the database while working with stacked pull requests, we first 

create a feature instance. Here, the user uses the spring controller to send an HTTP request. Additionally, the spring 

controller verifies the user's login credentials. The user information kept in the Postgre SQL database is used by the 

spring boot program to do this. If the user has authorization to access the specific file and instance he requested, the 

Spring Controller verifies his identity. Here, the spring boot controller responds to all user queries and sends them back 

if the user lacks authorization to access the requested data. And it is in this layer of prestaging that postgresql is used to 

provide security features. And after that, the kubectl local workstation receives the request. 

 

https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 7.39Vol. 11, Issue 7, July 2022 

DOI:  10.17148/IJARCCE.2022.117102 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 549 

 
 

The kubectl workstation, which serves as the real hub for handling the requests, sends all of them to the Kubernetes API 

Server. The main master components of the Kubernetes server are the Kubernetes scheduler and controller, which 

manage the requested apis to map to the locations of the requested data or files. All requests are received by the 

kubernetes scheduler from various instances, and the desired data is then sent back via the same instance. The cluster 

(where the real development data is present) deletes the appropriate entry point for its access when an instance has to be 

destroyed. This is done through interaction between the Kubernetes scheduler and the API server. A deleted instance 

request is now denied at the application level directly by the upgraded spring boot application. It is a resilient design 

since the kubectl work station, which receives requests from the spring application, instructs the API server. 

Additionally, the API server saves each user's requests for later analysis and evaluation. After data has been added to or 

updated in the database, kubectl commands that use JSON or YAML are used to send the results to the master API 

server. Each node is connected to an instance from this master, and each instance is given a number of pods for quicker 

data retrieval and updating. 

 

 
 

Pagination of Stack: User interfaces for making deployments for individual instances, adding new members to teams, 

and creating new teams for existing instances are all to be established. It aids in staging the split-up stack for 

Infrastructure Management Server. Staging, General, and Domain services are divided into three integration services as 

illustrated. Integration Service for staging is the main emphasis right now. After constructing the staging service, the 

main effort is directed toward developing database structure that forbids concurrent access to and change of any file. 

there are two dependent steps in the pipeline. The first one is the spring application, where user authentication itself 

really takes place. And this is where requests are dealt with. Additionally, if the request is not appropriate for that user, 

the feature instance ends there and the user is informed of the access refusal. The other stage deals with responding to 

data requests made by the local Kubernetes workstation. Here, kubectl serves as the primary hub for resolving all apis, 

while postgre-sql external commands are used to manage security configurations to preserve the isolation of the 

instances. 
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V. CONCLUSION 

 

The paper describes the construction of a microservice for simultaneous testing of several pull requests from various 

teams that are ready for release. This study investigates a method known as stacked pull requests, which facilitates code 

review and makes it simpler to comprehend several code changes at once. Additionally, this microservice lays the way 

for the separation of their environments, allowing testers to test various pull requests without interruption or data loss. 

Additionally, it offers a user interface (UI) through which team members may construct secure tunnels (instances) for 

their individual pull requests after registering and authenticating themselves. 
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