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Abstract: The thesis presents a mechanism for research paper classification based on a relational graph that represents 

the interrelationships among papers, such as citations, authors, common references, etc. The proposed method is a semi-

supervised learning that have used graph convolution neural network in learning the relations. The GCNN captures the 

spatial relation i.e. neighbors of a node in feature vector creation. The Proposed method makes use of message passing 

system, where node sends their feature values i.e. word embedding to their neighbors node so that every node can create 

its own feature vector based on the content of its own article and its neighboring articles.  This method has better 

performances it tries to predict the class based on the neighboring classes and the content of its neighbor which is 

common between them. Comparison with the previous methods, the proposed method has performed well with a 

significant margin. 
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I. INTRODUCTION 

 

With the growth of online research articles, classification systems play a key role in deciding the category of the 

document so that the document can be sent as a recommendation based on their indentified category. Due to the 

importance of classification systems, there have always been emerging works in this field.   

 

The research article cites the other articles which are on same subject or used similar methodology. The research article 

database can be consider as a graph, in which an article act as a node and the citation act as a link between two article. 

We consider the problem of classifying nodes (such as documents) in a graph (such as a citation network), where labels 

are only available for a small subset of nodes as graph-based semi-supervised learning. 
 

The potential applications of for research article classification are as follows:  

 

• News article classification:  
 

        News article gets generated with a massive rate, their classification is very much required as only relevant news 

needs to be given to a user, therefore an automated mechanism is required for classification. [1]   
 

• Opinion mining:  
 

        It is very important to analyze the information on opinions, sentiment, and subjectivity in documents with a 

specific topic [2].  

 

        Analysis results can be applied to various areas such as website evaluation, the review of online news articles, 

opinion in blog or SNS, etc. [3]. 
 

• Email classification and spam filtering:  
 

        Its area can be considered as a document classification problem not only for spam filtering, but also for classifying 

messages and sorting them into a specific folder [4]. 
 

Previously in this research area, a dictionary-based system is introduced that represents items in a dictionary, and based 

on the topics extracted by LDA.  

 

Furthermore, it has used TF-IDF scheme that extracts the subject words frequency and applies the K Mean clustering [5-

8] algorithm, that clusters the papers having similar subject based on TF-IDF value. 

 

 The system is highly scalable as it uses HDFS [9,10] that can process big data rapidly. Moreover, the system used map 

reduce frame work for TFIDF calculation from the abstract of each paper [9,10]. 
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II. BACKGROUND 
 

This section presents a survey of previous methods that has performed the research article classification. The problem in 

research article classification is to assign a one or more predefined classes to a given research article.  

 
 

Previously several techniques have been published for document classification [11]. The document classification is 

divided into types of methods, which are supervised and unsupervised [12-14]. In the supervised way, the classification 

of documents done by supervised learning methods.  

 

In this we are using some methods or we can say we are using some ways to analyze the data (i.e., pair data of 

predefined input–output) and it will create an function which is an inferred function by which we will map other 

examples. And in different scenario, in this without any predefined criterion, an unsupervised classification groups 

documents, which will be depend on the similarity of the documents. Already there have been developed different 

different algorithms like Decision Tree, K-Nearest Neighbors (KNN), Support Vector Machine (SVM), TF-IDF, Naive 

Bayes classifier and so on and these all algorithms are based on automatic document classification. 

 

On the other hand, Bravo-Alcobendas presented a algorithm which extracts the behaviour of documents by Non-

negative matrix factorization (NMF) which is basically based on a document clustering algorithm this work is based on 

paper classification and that groups documents by K-means clustering algorithm. This work is not mainly focuses on a 

sophisticated classification if we discuss about different words, we mainly focuses on the word count in documents by 

which high dimensional vector formed so for the reduction of high dimensional vector which is present in the 

documents which is formed due to word count.  

 

In a previous work, a method is proposed by Hanyurwimfura et al for paper classification based common content and 

the title of research paper [15]. In one of the work, a method is proposed that group papers based on the extracted 

keywords of from the research objective and background of the paper.   

 

These methods considered only the subjects, objectives and background information which is useful one. However, the 

works did not consider frequently occurred keywords in classification task. The title of a paper, objective and 

background information gives only the limited information about a paper class, which leads to a wrong decision. 

 

In one of the article [16] of Nguyen et al. used a bag of word technique and K nearest algorithm for paper classification. 

In this method, topics are extracted from the contents of all paper. It is highly computationally inefficient when the 

volume of the data is very high. 

 

In comparison with the previous method, our proposed method uses keywords which are extracted from the abstract of 

the paper, and the topics which are extracted by the LDA Scheme. 

 

The extracted keywords are used in calculation of TF-IDF of each article. Then for classification we used K means, that 

clusters the article based on TF-IDF.  
 

Furthermore, we incorporated recent advancements of deep learning methods for this graph structured like data. A graph 

neural network propagates the node information in iteration to other connected nodes for generating activation values of 

hidden layer neuron output. The process gets repeated again and again until we get output.  

 

It was first outlined in [17] and further elaborated on in [18]. [19] proposed a graph convolution based on spectral graph 

theory. Following on from this work, a number of authors have proposed improvements, extensions, and 

approximations of these spectral convolutions [6,21] which have proved the effectiveness on node classification and 

link prediction, as well as recommender systems [22]. These approaches have consistently outperformed techniques 

based upon matrix factorization or random walks. However, the learnt filters in the spectral approaches depend on the 

Laplacian eigenbasis and spectral decomposition, which is prohibitively expensive on large graphs. 

 

Moreover there are some other methods which followed non spectral approaches [23-26], that defined convolutions 

directly on the graph [27]. The method introduced a Graph-SAGE, a method that computes the node representation in an 

inductive manner. The method is performed very well on large scale inductive benchmark. However the  method can 

only tackle only a fixed size neighborhood of each node. 
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III. PROPOSED METHODOLOGY 

 

 
 

Figure 1: Proposed Methodology for research article classification 

 

In this section we present a proposed mechanism for research article classification. The mechanism is shown in Figure 

1. Firstly we calculate the feature vector from the content of the given documents. The feature vector contains the 

frequency of each individual word. The length of the vector is equal to the number of unique words. Next the word 

frequency feature vector and its corresponding class then passed to the GCNN for training for classification. The 

functionality of GCNN (graph convolutional neural networks) is discussed in below subsection.  
 

3.1 GCNN 

The graph convolutional neural network [28-39,41-48] processes a graph, that consists of nodes and edges. For node 

classification , spatial information needs to be captured like CNN, where each node need to capture  the information of 

their neighbors by message passing system and Aggregates the collected information and passes the information to the 

neural network for classification. 

 

 
Figure 2: How GCNN is different from CNN 
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3.1.1 Final node representation 

 

Applying the aggregation and update operations layer by layer generates the representations of nodes for each depth of 

GNN. The overall representations of users and items are required for the final prediction task. A mainstream approach is 

to use the node vector in the last layer as the final representation. However, the representations obtained in different 

layers emphasize the messages passed over different connections [ 40 ]. Specifically, the representations in the lower 

layer select the individual feature more while those in the higher layer select the neighbor feature more. To take 

advantage of the connections expressed by the output of different layers, recent studies employ different methods to 

integrate the messages from different layers. 

• Mean-pooling  

• Sum-pooling 

• Weighted-pooling 

• Concatenation 

 

Compared to mean-pooling and sum-pooling, weighted pooling allows more flexibility to differentiate the contribution 

of different layers. Among these four methods, the former three all belong to linear operation, and only concatenation 

operation preserves information from all layers. 

 

 
 

Figure 3: Averaging Feature Vector for Classification 

 

3.1.2 Graph Construction  
 

The most straightforward way is to directly use the original user-item bipartite graph. If some nodes have few neighbors 

in the original graph, it would be beneficial to enrich the graph structure by either adding edges or nodes. When dealing 

with large-scale graphs, it is necessary to sample the neighborhood for computational efficiency. Sampling is a trade-of 

between effectiveness and efficiency, and a more effective sampling strategy deserves further study. 

 

• Neighbor Aggregation.  

When neighbors are more heterogeneous, aggregating neighbors with attentive weights would be preferable to equal 

weights and degree normalization; otherwise, the latter two are preferable for easier calculation. Explicitly modeling the 

influence among neighbors or the affinity between the central node and neighbors might bring additional benefits, but 

needs to be verified on more datasets. 

 

 
Figure 4: Neighbor Aggregation 
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• Information Update.  

Compared to discarding the original node, updating the node with its original representation and the aggregated 

neighbor representation would be preferable. Recent works show that simplifying the traditional GCN by removing the 

transformation and non-linearity operation can achieve better performance than the original ones. 

 

• Final Node Representation.  

To obtain overall user/item representation, utilizing the representations from all layers is preferable to directly using the 

last layer representation. In terms of the function of integrating the representations from all layers, weighted-pooling 

allows more flexibility, and concatenation preserve information from all layers. 

 

 
 

Figure 3.5: Message Passing 

 

 
 

Figure 3.6: Message Summarization 
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Steps for research article classification: 
 

1. Firstly extract the words from articles. 

2. Remove stop word. 

3. Construct dictionary by adding each individual unique word in the dictionary. 

4. Now construct feature vector using word frequency. 

5. Next construct a graph based on citation: Two articles having citation of one another will be connected with                       

each other, as shown in figure 3.4. 

6. Feature vector passing among the neighbor nodes. 

7. Accumulation of feature vectors using averaging operator. 

8. Next pass the accumulated feature vector to the input layer of the neural network . 

9. Next pass the input vector to next hidden layer to generate activation pattern of hidden layer. 

10. To generate final node representation, again share the hidden layer activation pattern to the neighboring nodes.  

11. Next pass the final node representation to the next layer to generate output. 

 

 
 

Figure 3.7: Relational Graph of Research Article 

 

Here each article carries a word embedding vector that actually carries the information of words present in the 

document. The length of the vector is equal to the total number of words present in the dictionary.  

 

The value in the feature vector represents the frequency of words in a document. Now the nodes sends their embedding 

to its connected node so that the node can accumulate the information of its neighbor. The accumulated information 

then passed to neural network to calculate the activation for the next hidden layer.  

 

Each node now have own activation values which is again passed to its neighbor nodes. Now this time each node would 

accumulate the information of neighbors neighbor. Again the accumulated information will be passed to the next layer 

of neural networks to calculate the final output. 

 

 
Figure 3.8: Research article with unknown label 
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IV. EXPERIMENTAL RESULTS 

 

To evaluate the performance of the proposed method the model is tested on Citation network dataset. In the citation 

network datasets—Citeseer, Cora and Pubmed [24]—nodes are documents and edges are citation links. Label rate 

denotes the number of labeled nodes that are used for training divided by the total number of nodes in each dataset. 

 

Table 4.1: Graph Datasets [29] 

 

 
 

4.1 Citation Network datasets 
 

We consider three citation network datasets: Citeseer, Cora and Pubmed [24]. The datasets contain sparse bag-of-words 

feature vectors for each document and a list of citation links between documents. We treat the citation links as 

(undirected) edges and construct a binary, symmetric adjacency matrix A. Each document has a class label. For training, 

we only use 20 labels per class, but all feature vectors. 

 

4.1.1 CORA 
 

The CORA dataset which is citation  network. The cora dataset is having 2708 scientific research articles which are 

classified in to seven different categories. Each article is represented by 0/1 binary vector that represents the presence of 

a word from a corresponding dictionary. The dictionary consists of 1433 unique words. 

 

Nodes=Research Article 

Edge=Citation 

Node Features= Word Vectors 

 

Labels= Publication type( Neural Netwoks, Rule Learning, Reinforcement Learning…..) 
 

Node features are represented by real valued vector where each value lie between 0 and 1. Firstly we calculated the 

frequency of each word and then normalizes the frequency to standardize the features. Now each paper having word 

embedding of length 1433  as shown in figure 4.2. 

 

 
 

Figure 4.1: Bag of words representation 
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Figure 4.2: bag of word representation 

 
Figure 4.3: Classification based on embedding 

 

4.1.2 Citation networks  
 

We consider three citation network datasets: Citeseer, Cora and Pubmed [24]. The datasets contain sparse bag-of-words 

feature vectors for each document and a list of citation links between documents. We treat the citation links as 

(undirected) edges and construct a binary, symmetric adjacency matrix A. Each document has a class label. For training, 

we only use 20 labels per class, but all feature vectors. 

 
Figure 4.4 : Binary Mask for Node Level Prediction 
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4.2 Vanilla Deep Neural Network: 
 

For classification we used vanilla deep neural network, that consists of input layer, one hidden layer and output layer.  

For optimization of neural weights we used ADAM optimizer [41] with learning rate of 0.001 and 1000 epoch. The loss 

with respect to different epoch is shown in figure 4.4. 

 
Epochs 

 

Figure 4.5: Loss With respect to different epochs 

 

 

 
Epoch: 50                                Epoch:100                                  Epoch:150 

(a)                                     (b)                                               (c) 

 
Epoch:200                                     Epoch 300                              Epoch : 500 

(d)                                                   (e)                                           (f) 

 

Figure 4.6: Embedding Plot over different epochs 

                         

We have reduced the dimension of our embedding to a two dimension so that we can visualize it in a simple 2d plot. 

Here in the plot we have 2708 nodes, each node with the same color belongs to a same class.  

 

As you can see in the first plot in Figure 4.4(a), everything is spread all over the place so our embedding are completely 

spread but over the time or can say over different epochs our GNN improves the embedding and we can see that there 
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are some clusters so asically classes with the same embedding appear is the same area and this is actually what the goal 

is to have a perfect clustering which will eventually for new data points easily allow us to predict their class. 

 

Table 4.2: Comparative analysis of accuracy with respect to different datasets 

 

               Dataset 

Model 

CORA Citeseer Pubmed 

Proposed method 89.3 91.4 88.4 

Planetoid [39] 74.8 78.45 77.34 

Chebnet[40] 81.3 84.29 85.31 

 

 
       

Figure 4.7: Accuracy comparison with the previous works 

 

 

V. CONCLUSION AND FUTURE WORKS 

 

In this thesis we presented a work on article classification. The work has used graph convolutional neural network as a 

classifier. Since the input is present in the form of a graph therefore we used GCNN to learn spatial relationship of 

citation. The  GCNN has learned spatial connectivity as CNN learns and makes use of Deep Learning in making 

association between  words frequency and document class. The proposed mechanism has performed well in comparison 

with the previous published works with a significant margin. 

 

Graph-Laplacian regularization based method [3, 32,] are having drawback due to the assumption that edges encode 

mere similarity of nodes. On the other side, Skip-gram based methods are having limitation that they are based on a 

multi-step pipeline which is difficult to optimize.  

 

Our proposed model has overcome both the issues.Propagation of feature vector to neighbor nodes improves 

performance of classification in comparison to methods like ICA [18], where only label information is aggregated.  

 

In future we can add attention mechanism in graph neural network, that would learn how much attention is to given to a 

word while performing aggregation of feature vector. Definitely the accuracy would be increased.  

 

The  proposed mechanism is highly inefficient  in time. With the increase of nodes in the graph the processing gets 

increase exponentially. To remove this drawback ,  

 

we can use hadop distributed files system and distributed processing so that the each individual document gets 

processed parallel independent of other documents. The distributed processing on GPU will save lots of time in 

execution. 
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