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Abstract: Mining of data from large data sets and the process of discovering patterns using statistics, machine learning, 

data correlation, data plotting or data visualization and data evaluation are called data mining. Data analytics and data 

mining are a subset of Business Intelligence (BI). In our previous paper titled “Data Science to Analyse Employee data” 

the process of data pre-processing was demonstrated by writing a program in Python. Libraries like pandas, numpy, 

seaborn and matplotlib of Python provide platform for computing, evaluation and visualization of acquired data. [1-2] In 

this paper we demonstrate three analytical tools- plotting and evaluating, correlation and data prediction/ Machine 

learning which are involved in data mining and analytics of company’s data. The company wants to understand the factors 

contributing to employee turnover and to think of various retention strategies. 

 

Keywords: Python, analytical tools- plotting and evaluating, correlation and data prediction/Machine learning. 

I.   INTRODUCTION 

 

A large company functional in the 21st century world consists of many departments ranging from manufacturing, R & D, 

to sales. Each department consists of several workers rewarded with salary and facilities. Employees form the backbone 

of an industry and their behaviour must be kept in track. In this paper a code is written in Python for data acquisition, 

data pre-processing, [3-6] plotting and evaluation. Data acquisition and data pre-processing are explained in our previous 

paper titled “Data Science to Analyse Employee data”. 
 
 

 
 

Figure 1 shows the Python code to check for correlation and the output. 
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II. PROBLEM STATEMENT 
 

A company wants to understand the factors contributing to employee turnover and to create a model that can predict if a 

certain employee will leave the company or not. The goal is to create or improve different retention strategies on targeted 

employees. The implementation of this model will allow management to create better decision-making actions. 

III. METHODOLOGY 

A. Checking for Correlation 
 

Correlation is a statistical measure that indicates the extent to which two or more variables fluctuate with respect to each 

other. 
 

Positive correlation = extent to which variables increase or decrease in parallel. 
 

Negative correlation = indicates the extent to which one variable increases as the other decreases. 
 

Figure 1 shows the Python code to check for correlation and the output. Figure 2 shows the heatmap. From the heatmap, 

there is a positive (+) correlation between projectcount, averagemonthlyhours and evaluation. This could mean the 

employees who spent more hours and did more projects were evaluated highly. For negative (-) relationships, turnover 

and satisfaction are highly correlated, assuming people tend to leave the company more when they are less satisfied. [7-

9] 
 

B. Salary v/s Exit 
 

Figure 3 shows a graph of salary v/s exit of employees and a python code to display it. The graph is divided into three 

regions 

 

• High salary 

• Medium salary 

• Low salary 

• Exit: blue=0 and orange=1[9-13] 
 

C. Department v/s Exit 
 

Figure 4 shows the trend of employee exit in each department. In this company the notable departments are sales, 

accounting, HR, technical support, management, IT, marketing and R & D. [10-12] [14][15] 

 

 
Figure 2 shows the heatmap. 

https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 

 
IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 7.918Vol. 12, Issue 1, January 2023 

DOI:  10.17148/IJARCCE.2023.12115 

© IJARCCE               This work is licensed under a Creative Commons Attribution 4.0 International License                 108 

IV. OBSERVATIONS 
 

In the salary v/s exit plot, the employees with low salary tend to leave the company more. So salary can be one of the key 

reasons for dissatisfaction among the workforce. The sales department recorded the highest number of employee exit 

count as compared to other departments. Retention strategies planned by the company must focus on retaining the 

employees by various rewards, promotions and encouragement. 

 

 
 

Figure 3 shows a graph of salary v/s exit of employees and a python code to display it. 

 

 
Figure 4 shows the trend of employee exit in each department. 
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V. FUTURE SCOPE OF THE PAPER 
 

The initial steps in data mining- data acquisition and data pre-processing was done using Python code. Libraries were 

imported for data manipulation. Noisy, incomplete and inconsistent data stream was filtered.[1-3] Data mining involves 

analysing the patterns and drawing conclusions out of these huge streams of data.In our next paper we will educate 

ourselves with Machine Learning- a branch of AI to predict data occurrence and fluctuations. Machine learning focuses 

on developing computer programs that can access data and use it learn for themselves. [16-18] 

VI.  CONCLUSIONS 

A large company operational from a long period of time would mean several employees joining and leaving the company 

at random intervals. This would mean a large number of employees and a huge data stream of employee information. 

These data are stored and are acquired to analyse the patterns to predict the future of the company’s work trend and 

employee satisfaction. Further efforts will be made in our coming assignments to highlight the application of Machine 

learning- logistic regression and random forest models. 
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