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Abstract: Since its inception by Google, Federated Learning (FL) has been instrumental in improving the performance 

of a wide range of applications. Android's Gboard for predictive text and Google Assistant are two of the most well- 

known and widely used FL-powered applications. FL is a configuration that enables on-device, collaborative Machine 

Learning. A diverse body of literature has investigated FL technical considerations, frameworks, and limitations, with 

several works presenting a survey of the prominent FL literature. Prior surveys, however, have focused on FL's technical 

considerations and challenges, and there has been a limitation in more recent work that presents a comprehensive overview 

of FL's status and future trends in applications and markets. We introduce the fundamentals of FL in this review, describing 

its underlying implementation of technologies, pros and cons, and recommendations along with privacy- preserving 

methods. More importantly, this work contributes to the understanding of a wide range of FL current applications and 

future trends in technology and markets today. 
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I. INTRODUCTION 

IoT applications are growing rapidly and are becoming an important part of many businesses. However, many IoT 

applications are still relatively primitive and lack the sophistication needed for more advanced uses. Learning algorithms 

are a powerful way to improve the effectiveness of IoT applications by improving the performance of machine learning 

algorithms, without requiring significant changes to the application itself. Using federated learning to train a machine 

learning model can improve the performance of an IoT application. 

Federated learning is a technique that allows a set of compute nodes in a network to work together to train a machine 

learning model [1]. This technique is different from regular distributed machine learning because multiple nodes in the 

network can share the training data and provide training samples for one another. With this method, each node can be 

updated as it trains a new model, reducing the time to retrain the model when a change needs to be made. An integrated 

system that can handle federated learning allows an IoT application to be much more flexible as business needs change 

and can be a valuable tool for adapting and improving IoT applications over time [2,7]. 
 

II. ENABLED APPLICATIONS 

A. Healthcare 

As IoT devices become more prevalent in people's daily lives, the privacy of the data collected becomes increasingly 

important. IoT E-health is an example of a privacy concern [3,4]. Smart wearable devices are now used to monitor patients'  

health statuses such as heart rate, blood pressure, and glucose level. In comparison to other types of data, personal 

healthcare data is the most sensitive to privacy and is heavily regulated by the government for any type of datasharing 

[5]. FADL [6] first proposes a federated training framework that allows each hospital to participate in learning part of the 

model using its own medical data source in order to mitigate the aforementioned challenges. Yuan et al. [9] present a 

similar FL-enabled collaborative healthcare framework for medical IoT devices. FL's potential was recently discovered 

during the fight against the COVID-19 pandemic. Liuet al. [10] present a FL-based system that enables hospitals to 

collaborate in training models for identifying CT scans of COVID-19 patients without transmitting raw data, thereby 

overcoming the data isolation problem in IoT E-health [11,12, 18]. 

B. Cybersecurity 

The potential traffic volume of IoT-based DDoS attacks is reaching unprecedented levels, as seen during the Mirai botnet 

attack leveraging infected webcams and home routers [13]. Attacks like this have raised awareness of the importance of 

IIoT risk assessment and security, particularly in fields like healthcare. FL can provide an alternative approach to IoT 

cybersecurity by protecting the network from malicious attacks as close to the edge devices as possible. DIoT [14] is the 

first system to use a FL approach to anomaly detection-based intrusion detection in IoT gateways. Another similar 
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framework is IoTDefender [15], which obtains personalized models on each local device by fine-tuning the global model 

trained with FL to filter malicious traffic. The FedML Ecosystem recently proposed the first FL platform designed 

specifically for IoT devices, as well as the FedDetect algorithm to detect anomalous traffic. Their Raspberry Pi 

experiments demonstrate the efficiency and feasibility of deploying FL on IoT devices. 

 
C. Industry 4.0 

The Industrial Internet of Things (IIoT) is rapidly evolving, bringing several advances in information technology 

applications for the manufacturing field. The concept of Industry4.0, also known as the fourth industrial revolution, has 

been proposed in response to the growing importance of IIoT-based interconnectivity and access to real-time data [16]. 

With unprecedented connectivity, Industry 4.0 will provide greater insight, control, and data visibility for many industries' 

supply chains. However, there are some real-world issues that are impeding the implementation of Industry 4.0. First, the 

amount of data generated by a single factory may not be sufficient for comprehensively training a reliable model. Second, 

the data collected by IIoT devices is highly related to commercial value, making privacy protection critical. 

Eavesdroppers, for example, may infer manufacturing capacity from industrial IoT users' electricity usage. Lu et al. [17] 

proposed a blockchain and FL-based data-sharing framework in IIoT to address the aforementioned challenges. Its 

empirical findings demonstrate the effectiveness of FL usage in IIoT. 

 

Fig .1 Enabled Applications 
 

III. IMPLEMENTATION OF FEDERATED LEARNING WITHIN IOT APPLICATIONS 

 

The beauty of a federated learning model is that it is not dependent on a centralized cloud server for training. Instead, 

each device in the networked IoT devices is trained independently using data from the other devices in the network rather 

than directly from the central server. This allows for faster training and updates if a new algorithm is desired or if a 

problem with the existing algorithm is identified. 

As the cost of computing power continues to decline, it becomes more practical to equip more devices with powerful 

computers that can be integrated into the IoT network. This enables larger networks with more connected devices that 

can all share in the work of training and updating models to improve the overall performance of the system. The ability 

to quickly retrain and update a model is critical to the success of an IoT application along with cybersecurity training 

inbuild, that and can cause significant problems if the update process is not completed in a timely manner [18]. In real- 

world environments, it can be difficult to ensure that every device is up-to-date and the system is operating properly. 

Having fewer centralized servers in the network increases the number of potential points of failure and makes it more 

difficult to maintain a consistent level of performance. Federated learning can reduce these problems by making it possible 

to update the system in a more decentralized manner. In addition, some devices that may not be able to perform complex 

computing tasks can also be included within the network without creating a significant impact on the overall system 

performance. Having the ability to share some of the workload makes it easier to create a versatile system that can meet 

a wide range of needs. 

One of the challenges of implementing an IoT system is making sure that all of the devices are functioning properly at all 

times. Poorly designed systems can lead to unpredictable behavior that is difficult to troubleshoot. This can lead to major 

problems that require extensive repairs or result in costly downtime. Decentralized networks like the ones created with 

federated learning eliminate this problem since it allows each individual device to communicate with the others in the 

network and train them using the data that is available. This ensures that the system will be fully functional and will not 

exhibit unexpected behavior that could potentially cause damage or other problems for the users of the system [19]. 

While many of the benefits of federated learning are similar to those offered by other artificial intelligence techniques, 

there are some unique benefits provided by this implementation that make it an excellent choice for a variety of 
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applications. One of the most important benefits of federated learning is that it provides a more flexible learning 

environment that allows it to be used for a wide variety of applications. This means that it has the potential to improve 

the performance and functionality of virtually any device or device that is connected to the network. This has the potential 

to create a number of innovative new applications as well as to improve the performance of existing devices and systems 

that are already being used on the network using digitalization [20]. 

 

 
Fig .2 Federated Learning Benefits 

Another important aspect of federated learning is that it helps to create a more diverse and adaptive network that is better 

equipped to adapt to changing environmental conditions and other challenges that are encountered by the devices on the 

network. Since most of the devices on the network are self-sufficient and can learn from each other, they have the ability 

to better respond to the challenges that they face without having to rely on a central server or other centralized source of 

information that can limit their capabilities or prevent them from performing as well as they could otherwise. This results 

in a more adaptable and responsive network that can handle a wider range of problems and challenges that may emerge 

during prevention from cyber attacks without requiring additional assistance from a centralized server [21]. This type of 

adaptability and flexibility is one of the key features of most computer networks and can make a big difference in the way 

the network performs and how effectively it is able to handle the challenges it is faced with on a daily basis. This type of 

network performance can go a long way towards improving the overall performance of the network and increasing its 

overall efficiency and functionality. Another benefit of federated learning is that it provides users with a more 

individualized experience that allows them to customize the system to their needs and preferences. This is especially 

important when it comes to mobile devices that are constantly moving between different physical locations and may be 

subject to different types of connectivity and performance standards that may be in place in those locations. With federated 

learning, devices can communicate with each other and coordinate their activities in a way that allows them to maintain 

a consistent level of performance regardless of where in the network they are located or what specific types of access 

conditions they may be operating under. This not only makes using the devices on the network more convenient and 

intuitive, but also makes it possible for them to maintain more consistent levels of performance and performance quality 

regardless of how they are being accessed or where they are being used at any given time [22]. 

 
IV. PROS AND CONS FOR IOT APPLICATIONS WHILE USING FEDERATED LEARNING 

There are many potential advantages and disadvantages to using IoT applications that rely on federated learning. Here 

are a few pros and cons to consider: 

A. Benefits of using federated learning for IoT applications 

It is more efficient and enables faster processing of the data collected by IoT devices than a centralized approach, enabling much 

faster processing of data gathering from a large number of devices. - Federated learning allows training data to be retained 

on the devices that collect it, rather than sending the data to the cloud for processing. This reduces the amount of data that 

needs to be sent over the network, reducing bandwidth usage and lowering the cost of data transmission. - In centralized 

systems, all of the data is collected and stored in one location, so if there is a problem with the network or with the data 

storage hardware, all the collected data is at risk. But in a federated system, the data is stored only on the devices where 

it is generated, so it is less vulnerable to interruptions in the network or to problems with data loss and storage hardware. 

- Using federated learning means that enterprises can reduce the cost of data storage because the data is not centrally 

stored but rather stored on each individual device [23]. This allows organizations to save a substantial amount of money 

by not having to pay for cloud-based storage capabilities. - Because federated learning reduces the amount of data that 

needs to be transferred over the network, it can improve network security by reducing the amount of traffic that passes 

through the network. This will improve the overall security of the network by ensuring that there is less 
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risk of unauthorized access to the network and that the risk of network disruption is minimized. - Data collected by IoT 

devices needs to be processed quickly in order to derive meaningful insights from the data [24]. By using the decentralized 

approach of federated learning, data can be analyzed and processed much more quickly than is possible with a centralized 

system. 

B. Disadvantages of using federated learning for IoT applications 

The distributed architecture of federated learning increases the complexity of the system and requires additional technical 

support and monitoring to ensure that the system is functioning correctly. A centralized system is easier to manage because 

all of the data is gathered in a single location, whereas a federated system requires additional resources to ensure that each 

node in the system is functioning properly. - Although the decentralized architecture of federated learning offers the 

advantage of improved data security and reduced network congestion, there are disadvantages to this approach as well 

[25]. Because the system is distributed across multiple nodes, it becomes more difficult to access the data if the nodes 

become disconnected or otherwise inoperable. There is also a greater chance of human error because of the increased 

complexity associated with the distributed architecture. This means that there is a greater risk of errors and inconsistencies 

in the data that is being collected and analyzed by the system. - Federated learning systems are vulnerable to security 

breaches when individuals attempt to gain access to the system through unauthorized means [26]. For example, an 

individual may be able to bypass the security of the system and gain access to the data stored on it if it is stored in an 

insecure location or is transmitted over an unsecured network. - In federated learning systems, the accuracy of results 

depends on the inputs that are provided to the system. If the input data is inaccurate or incomplete, the results will be 

unreliable and will not be accurate representations of the underlying data. It is also possible that the system will produce 

incorrect results if the inputs change over time and do not match the actual behavior of the device being measured. - 

Federation learning systems work best when the participating nodes have direct access to the devices that are being 

measured and the data that is generated as a result of the measurements. It is much more difficult to collect data from 

multiple remote devices than to collect data from a single device located in the laboratory where the researchers can 

access it directly. 

 

V. RECOMMENDATIONS FOR IOT APPLICATIONS WHILE USING FEDERATED LEARNING 
 

IoT has the potential to change our lives in innumerable ways. From increased efficiency in manufacturing to improved 

safety and security, IoT is poised to have a profound impact on the way we live and work. Unfortunately, many of these 

benefits will not be realized until the security and privacy concerns around IoT devices are addressed. Unlike traditional 

computing devices like laptops and smartphones, IoT devices often lack the necessary security controls to protect user 

data and ensure data privacy. And many IoT devices are designed to operate without an internet connection, which can 

make device management and updates difficult [27]. 

Recognizing the urgent need to address these security concerns, federal agencies including the National Institute of 

Standards and Technology (NIST) and the Software Engineering Institute (SEI) at Carnegie Mellon University have 

established a consortium focused on improving the security of IoT devices through the creation of standards and 

guidelines. In 2018, these agencies launched the Federated Learning framework, an open-source project that builds on 

the work of other consortiums and community organizations to create a standardized architecture for securely deploying 

and managing connected devices. The goal of the project is to develop a series of best practices that will improve the 

security and privacy of connected devices while reducing the cost and complexity associated with managing IoT 

deployments [28]. 

With a standardized framework for securely deploying and managing IoT devices, the federal government will be better 

positioned to harness the benefits that IoT has to offer and deliver those benefits to the American people. Here are a few 

recommendations for implementing this framework in your own organization: 

• Develop and implement standards and best practices that ensure the safety and security of all devices in your 

IoT deployment. 

• Implement strong cybersecurity practices to protect your devices and data from unauthorized access or malicious 

activity. 

• Develop a process for regularly updating your devices to ensure that they remain secure and up-to-date at all 

times. 

• Consider incorporating artificial intelligence and machine learning capabilities into your IoT devices to help 

improve their performance and manage them more efficiently [29]. 

• Conduct periodic reviews and audits to ensure that your devices are secure and perform as expected. 
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• Leverage third-party security vendors to test and validate the security of your devices and systems on a regular 

basis. 

The NIST-IoT program is a collaborative effort that brings together federal agencies, industry partners, and other 

stakeholders to advance the development of secure IoT technologies and promote the use of these technologies in 

government. This program is part of the larger Cybersecurity Framework initiative under Executive Order 13636, which 

was developed to enhance the federal government's ability to protect federal information and information systems. 
 

VI. CONCLUSION 
 

Federated learning has emerged as a critical privacy-preserving machine learning paradigm. Because of its distributed 

nature, it is well suited for deployment in a wide range of Internet of Things applications. In this article, we summarized 

the benefits of federated learning for IoT and elaborated on some key applications. We also identified and detailed some 

key research challenges for FLon IoT's future development. We hope that this article will draw more attention to the field 

of federated learning and inspire the creativity and innovation required to build the FL-IoT ecosystem. 
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