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Abstract: The healthcare organisation creates a massive amount of patient data, which may be analysed in a variety of 

ways. As a result, with the assistance of a machine learning, we developed a prediction system that can identify many 

diseases at the same time. We have focused on various diseases: heart disease, liver disease, diabetes, etc however many 

more diseases may be included in the future. The user must enter numerous illness parameters, and the system will 

determine whether the person has the diseases or not. Support vector machines with adaptivity were utilised to identify 

numerous illnesses. The goal was to offer an adaptive SVM-based diagnostic technique that was automated, rapid, and 

versatile. To improve outcomes, the bias value in traditional SVM was changed. The suggested classifier produced 'if-

then' rules. Using the recommended technique, several diseases were detected, as well as increased categorization rates. 

The key emphasis of future research should be the development of more effective ways for changing the bias value in 

classical SVM. 

 

Keywords: Diseases Prediction System, Supervised Machine Learning, Classification, Prediction, Support Vector 

Machine, Health Care Analysis.  

I. INTRODUCTION 

 

In the era of digital advancements, data has become a crucial resource across various industries, including healthcare. The 

healthcare sector generates a vast amount of patient-related data, making it essential to develop robust architectures for 

illness prediction. While existing models often focus on analysing individual diseases, there is a lack of systems that can 

simultaneously analyse multiple illnesses. To address this gap, we have concentrated our efforts on providing users with 

fast and accurate illness predictions based on the symptoms they provide. Our system specifically focuses on the 

prediction of Diabetes, Heart Disease, Breast Cancer, Liver Disease, and Kidney Disease assessments, with the potential 

for adding more ailments in the future. By enabling the prediction of multiple diseases simultaneously, users no longer 

need to visit multiple websites for illness forecasting. Machine learning plays a vital role in our system, as we utilize it to 

implement various disease analyses. When accessing our API, users are required to specify the name of the ailment along 

with its corresponding parameters. Our model will then invoke the appropriate algorithms and return the predicted state 

of the patient. For accurate illness outcomes, we employ the Support Vector Machine (SVM) approach within our machine 

learning framework. One notable aspect of our system analysis is its comprehensive consideration of all factors 

contributing to the development of the diseases under investigation. This holistic approach allows for more effective and 

precise detection. To ensure the model's availability and efficiency, we save its behavior as a Python pickle file, 

facilitating seamless integration into our architecture. By providing users with a unified platform for multi-illness 

prediction, we aim to streamline the process and enhance the overall user experience. Our innovative approach not only 

saves time but also improves the accuracy of predictions. With the continuous advancements in machine learning and the 

potential for incorporating additional diseases, our system holds great promise in revolutionizing the field of illness 

prediction in healthcare. Through our unique architecture and commitment to staying at the forefront of technological 

advancements, we are dedicated to providing healthcare professionals and patients with a reliable and efficient tool for 

early detection and improved healthcare outcomes. Join us on this transformative journey as we leverage the power of 

data and machine learning to revolutionize illness prediction in the healthcare sector. 

 

II. LITERATURE SURVEY 

  

Khurana, Sarthak et al[1] has employed Decision tree, Random forest, and Nave Bayes algorithms to forecast a disease 

based on systems and to enable synchronised and well-versed medical systems that provide optimum patient satisfaction. 

Meghna Kamboj[2] used LR,NB,KNN,SVM,DT, and RF algorithms for prediction of heart disease with adequate data 

processing and implementation of ML algorithm with varied parameters, and among all Machine Learning algorithms, 
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the KNN has the greatest accuracy of 87%. Ware, Miss.Sangya et al[3] have examined multiple Machine Learning models 

using performance metrics and to predict heart related disorders with the greatest accuracy of 89.34% using SVM. 

Shirsath et al[4] has introduced a CNN-MDRP technique that integrates structured and unstructured data and shown that 

CNN-MDRP is more accurate than earlier prediction algorithms. Marimuthu  et al[5] has employed several types of DM 

and ML approaches to forecast the occurrence of heart disease and apply the suggested system to the region that was 

required. Battineni et al[6] has the study models linked with chronic illness diagnosis were evaluated in the work These 

models are quite useful in the categorization and diagnosis of CD. Ardabili et al[7] has used MLP and ANBEIS and 

offered a comparison analysis of ML and soft models to forecast the COVID-19 epidemic, as well as preliminary 

benchmarking to illustrate the potential of ML in the future. Shrestha et al[8] has developed a heart disease prediction 

system that achieves 88.163% accuracy, among other things. Magar et al[9] has proposed a robust model for predicting 

heart illness and discovered that the Logistic Regression approach was the most efficient, with an accuracy of 82.89%, 

followed by DT and NB, both with 80.40%, and SVM, with 81.75%. Alotaibi and Fahd. Saleh [10] "Implementation of 

Machine Learning Model to Predict Heart Failure Disease" investigated, recommended, and implemented a Machine 

Learning model in which the Rapid Miner tool was employed, which computed a higher degree of accuracy than Matlab 

and Weka. Godse et al[11] has proposes a multiple illness prediction system that delivers disease prediction medicine and 

medication consulting. Anitha et al[12] has employed KNN, Nave Bayes, and SVM algorithms and compared their 

performance using a heart disease dataset, with Nave Bayes achieving the greatest accuracy of 86.6%. Bindhika et al[13] 

has provided a method for heart disease prediction using machine learning techniques, and the findings demonstrated 

high accuracy criteria for delivering better projected outcomes. Pingale et al[14]has uses KNN, Nave Bayes, Logistic 

Regression, and Decision Tree algorithms to create a disease prediction system that can predict the disease based on 

symptoms and was implemented using the grails framework. Chauhan Raj H. et al[15] has uses the Nave Bayes, Decision 

Tree, and Random Forest algorithms to develop a disease prediction system with higher accuracy, as well as motivational 

ideas and visuals. . Ananey-Obiri et al[16]  in contrast, some researchers have eliminated missing values. Based on DT, 

LR, and Gaussian NB algorithms, the features are reduced from 13 to 4 using feature selection method and reported an 

accuracy of 82.75%. Mohan et al. [17]  has used a  hybrid random forest (RF) with the linear model and improved the 

accuracy of 297 records and 13 characteristics of the Cleveland dataset for heart disease prediction. Kodati et al. [18] 

tested several types of classifiers using Orange and Weka data-mining tools to predict heart disease with 297 records and 

13 features. In addition, the feature selection method plays an important role in improving the accuracy of the model. 

Shah et al. [19] utilized probabilistic principal component analysis (PCA). R. Perumal et al. [20] has develop LR and 

support vector machine (SVM) models with similar accuracy levels (87% and 85%, respectively). To train the ML 

classifiers, they used a dataset of 303 data instances and standardized and reduced features using PCA. 

 

III. PROPOSED SYSTEM  

 

In this study, we used structured and unstructured data from the healthcare domains to assess illness risk. The use of a 

latent component model to the reconstruction of missing data in medical records collected from internet sources. Using 

statistical data, we might potentially examine the primary chronic illnesses in a certain location and population. In the 

case of unstructured text files, we employ the Support vector method to choose features automatically. 

 

A. Inputs (Patient Symptoms): When designing the algorithm, we anticipated that the customer would have a 

clear idea of the symptoms he is experiencing. The generated prediction takes into account numerous manifestations, in 

the middle of which the customer might let the signals his preparation as the input. 

B. Data pre-processing: Data pre-processing is the mining of data techniques that transform the raw information 

or then encrypts the information to produce a structure so that it may be efficiently decoded with the use of computation. 

C. Model: The complete system is built to forecast illnesses using the support vector machine technique, so that 

the predictive analysis can be investigated quickly and efficiently for the input. 

D. Output(diseases): While building a framework with the preparation set and using validated calculations, 

standard datasets are formed, and whenever the client indications are provided as a contribution as an input of the 

algorithm, and the side effects are composed in accordance with the standard dataset created, thus creating arrangements, 

and anticipating the high probability infection. 
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Fig 1: Methodology Flowchart 

 

IV. IMPLEMENTATION 

1. ALGORITHM AND RELATED MATHEMATICS 

SVM (Support Vector Machine) Algorithm: 

SVM is a supervised approach. This method is used in both classification and regression research. This approach uses 

coordinates to plot data in n-dimensional spaces, which might be linear or nonlinear. Because we are working with linearly 

separable data, we use the linear SVM classifier in our research. Classification is accomplished by locating the best 

hyperplane, which acts as the border that divides classes into categories. The line is a hyperplane in two dimensions. The 

line is adequate to separate the classes in two-dimensional space. 

For example, consider the equation S0+(S1*U1) +(S2*U2) =0.  

The coefficients are B0 and B1, and the line's intercept is B2. K1 and K2 are input points. This line is used in 

categorization. The equation yields a number larger than zero over the line, and the resulting data value belongs to 

category "0." The data point is classified as "1" if it is below the line and the value returned by the equation is less than 

zero. A point with a value close to zero is difficult to categorise. The margin is defined as the distance between the line 

and the nearest data point. The ideal line can divide the classes if it has the greatest advantage. This line represents the 

maximum margin hyperplane. The perpendicular distance between the line and the nearest highlight is utilised to calculate 

this margin. The data values at these points are known as support vectors, and they are critical for both characterising the 

line and developing the classifier. Support vectors are used to define and support hyperplanes.  

Fig 2: Block Diagram 

Pseudo code of SVM: 

The formula for SVM can be broken down into the following steps: 

1) Given a collection of training data points (x1, y1), (x2, y2),..., (xn, yn), where xi represents the feature vector and yi 

represents the class label (-1 or 1), do the following algorithm. 

2) The SVM method determines a hyperplane that maximises the difference between the two classes. 

3) The hyperplane is defined by the equation w.x + b = 0, where w is the hyperplane's normal vector and b is the bias 

factor. 

4) The margin is defined as the distance between the hyperplane and the nearest data points in each class. 

5) The optimisation problem for locating the hyperplane may be written as follows: 

6) Reduce (1/2) * ||w||2 for every I if yi(w.xi + b) >= 1. This is a linear constraint quadratic optimisation issue. 

7) After locating the hyperplane, fresh data points may be categorised by computing w.x + b and examining the sign of 

the result. 
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By utilising kernel functions, the SVM algorithm may be expanded to accommodate non-linearly separable data. 

Transform the data into a higher-dimensional space where the classes may be separated by a linear hyperplane. 

 

Inputs: 

- Training dataset: X_train, y_train (feature vectors and corresponding labels) 

- Testing dataset: X_test (feature vectors) 

Procedure: 

1. Initialize SVM parameters: 

   - Set the number of iterations: max_iter 

   - Set the learning rate: learning_rate 

   - Initialize the weights: w = [0, 0, ..., 0] 

   - Initialize the bias term: b = 0 

2. Define the SVM training function: 

   - For each iteration i in range(max_iter): 

     - For each training example (X, y) in zip(X_train, y_train): 

       - Compute the activation value: a = dot_product(w, X) + b 

       - Compute the loss: loss = max(0, 1 - y * a) 

       - Update the weights and bias: 

         - If loss > 0: 

           - Update the weights: w = w - learning_rate * (2 * regularization_parameter * w - y * X) 

           - Update the bias: b = b - learning_rate * (-y) 

     - End for 

3. Train the SVM model: 

   - Call the SVM training function with the training dataset. 

4. Define the SVM prediction function: 

   - For each test example X in X_test: 

     - Compute the activation value: a = dot_product(w, X) + b 

     - Assign the predicted label: 

       - If a >= 0: 

         - Predicted label = 1 

       - Else: 

         - Predicted label = -1 

5. Predict the labels for the test dataset: 

   - Call the SVM prediction function with the testing dataset. 

6. Evaluate the performance of the SVM model: 

   - Compare the predicted labels with the true labels and compute evaluation metrics such as accuracy, precision, recall, 

and F1-score. 

7. Output the evaluation results and conclusions. 

 

2. USER INTERFACE  

Many assessments of the present processes in the health care business only considered one sickness at a time. Several 

systems, for example, are used to investigate diabetes, analyse diabetic retinopathy, and predict heart disease. Most 

methods focus on a single condition. When analysing patient health information, an organisation must employ a number 

of models. The existing system's strategy is only suitable for examining particular illnesses. Using the many illnesses 

prediction approach, a user may analyse various diseases on a single webpage. The user does not need to visit many sites 

to ascertain whether or not they have a specific condition. In the many diseases prediction system, the user must select 

the name of the specific disease, provide any necessary information, and then simply click the submit button. When you 

invoke the proper machine learning model, it will anticipate the outcome and present it on the screen. 
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V. RESULTS 

SVM algorithms gave the best levels of accuracy, they were used in the system's diabetes illness prediction model. When 

the patient enters the disease-specific parameter, the system determines whether or not the patient has the condition in 

issue. The parameters will indicate the required value range, and if the value is outside of that range, invalid, or empty, a 

warning message will appear urging the user to provide a valid value. 

 

Model Accuracy 

Diabetes Model 98.25% 

Breast Cancer Model 98.25% 

Heart Disease Model 85.25% 

Kidney Disease Model 99% 

Liver Disease Model 78% 

                       Table 1: displays the degree of accuracy attained with svm for each disease. 

 

 

Fig 1: comparative analysis of each disease  

 

 

VI. CONCLUSIONS 

The trained models are deployed with the help of the lightweight Django API framework, which brings diabetes, heart 

disease, breast cancer, and liver disease together on a single platform. A classification method is used to train the model. 

The fundamental purpose of this research was to create a system capable of reliably predicting numerous illnesses. 

Because of this project, the user does not have to travel across many websites, which saves time. Early illness detection 

can help you live longer and avoid financial hardship. In order to maximise accuracy, we used the svm machine learning 

method to achieve this aim. In the future, we may broaden our study to include new diseases learnt by machine learning 

models, as well as diseases that employ deep learning models. 
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