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Abstract: From this project, we can review performance of the team using  previous data of the cricket players. It also 

helps to track the performance of an individual player, which helps the team management and selection committee to 

select the best player for a particular tournament by analyzing the data. Data played a key role in analyzing the 

performance of a team. One team can analyze the teams with whom they are about to compete. They can analyze the 

opposition team’s strengths and weaknesses through rigorous analysis of their scoring patterns, how they scored their 

runs, when they were vulnerable during innings. 
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I. INTRODUCTION 
 

The main motto of reducing the time period of the game is to attract the audience and television viewers. Since the 

introduction of T20s the game has taken a turn worldwide which resulted in many premier leagues that turned out very 

successful. One of the best examples is the Indian Premier League. In this paper, our aim is to predict each player’s 

performance, overall match’s run-rate and suggest suitable best playing eleven players for an upcoming T20 match. 

Each player’s performance includes Strike rate of the bats-man, Economy of the bowler and number of wickets the 

bowler can take in the upcoming match. For every prediction, there are certain parameters considered accordingly.  

 

For example, prediction of economy of the bowler will be based on the parameters such as bowler’s name, team they 

are playing against, venue of the match and past economies of that particular bowler. Since overall performance of the 

match is crucial, we predict best playing eleven players based on the past matches and the team they will be playing 

against. From this project, we can review performance of the team using  previous data of the cricket players. It also 

helps to track the performance of an individual player, which helps the team management and selection committee to 

select the best player for a particular tournament by analyzing the data. Data played a key role in analyzing the 

performance of a team. One team can analyze the teams with whom they are about to compete. They can analyze the 

opposition team’s strengths and weaknesses. 

 

II. EXISTING SYSTEM 

 

One of the first studies of semantic segmentation for cricket highlights generation involved the creation of a hidden 

Markov model (HMM) classifier to detect and classify exciting footage into the categories of ‘ball movement,’ 

‘fielding,’ and ‘wickets’ (Kolekar & Sengupta, 2004). Using an HMM is advantageous compared to traditional 

classifiers because it utilizes previous frames, making it robust to misclassification of outlier footage. By using the 

estimated motion in each cricket frame as a likelihood function for the classifier, Kolekar and Sengupta achieved an 

87.5% average out-of-sample classification accuracy.  

 

In a follow-up study, Kolekar et al. proposed a hierarchical framework to detect and classify exciting footage, which 

they call “events” (Kolekar et al., 2008). They created a five-level tree classifier that makes use of audio, video, and 

color features to label frames. By employing a hierarchical tree framework, the authors reduced the computational 

complexity of their classifier by only considering a small number of features, such as the density of green pixels for 

detecting ‘field views,’ at each level of the tree. This classifier achieved an 80+% out-of-sample recall (number of 

correctly classified events divided by the total number of events) across all five levels. While the accuracy of this 

classifier was lower than their previous model for certain categories, it greatly improved upon their previous work by 

delivering much more detailed classifications, ranging from the region of the field displayed to the type of player in 

frame. 
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III. PROPOSED SYSTEM 

 

Measuring player performance is a necessary mode of feedback for players and vital for team selection for 

organizations. For batsmen, the batting average has been an important historical device for quantifying performance, 

with early work focused on including not-out scores (Damodaran, 2006; Wood, 1945). Since then, several researchers 

have attempted to diversify performance metrics by introducing new statistics like batting performance or methods like 

neural networks, HMMs, and Bayesian approaches (Amin & Sharma, 2014; Beaudoin & Swartz, 2003; Iyer & Sharda, 

2009; Koulis et al., 2014; Lemmer, 2004; Stevenson & Brewer, 2017, 2021). For example, Stevenson and Brewer 

(2017) have proposed a Bayesian hierarchical model that measures the quality of a batsman by estimating a batsman’s 

initial batting ability, peak batting ability, and the time required to achieve peak batting ability during an inning. The 

pair later extended the model by introducing Gaussian processes to capture fluctuations over a player’s career and 

parameters to account for match-specific conditions (Stevenson & Brewer, 2021). Historically, bowler performance has 

received less attention. The combined bowling rate, built on several bowling statistics such as average runs conceded 

and average strike rate, remains an important metric in use (Adhikari et al., 2017; Lemmer, 2002). Recent work 

focusing on Test cricket has attempted to put batsmen and bowlers on a common scale for performance comparison 

(Akhtar et al., 2015). 

 

IV. OBJECTIVE 

 

To predict the outcome of the cricket match result using data based on the historical and current data. Collecting 

insights from the dashboards to select a team of 11 players that have a winning combination. Getting visual 

interpretation of player past performances. It also helps to track the performance of an individual player, which helps 

the team management and selection committee to select the best player for a particular tournament by analyzing the 

data. Data played a key role in analyzing the performance of a team. One team can analyze the teams with whom they 

are about to compete. They can analyze the opposition team’s strengths and weaknesses through rigorous analysis of 

their scoring patterns, how they scored their runs, when they were vulnerable during innings. 

 

MODULES: 

⮚ Data Collection 

⮚ Data Cleaning 

⮚ Data Transformation 

⮚ Data Modelling 

⮚ Data Visualization 

⮚ Data Interpetration 

 

RESULTS: 

 
 

 

V. LITERATURE SURVEY 

 

[1] Tripathi et al. (2020) implemented IPL match prediction using machine learning while tackling ambiguity in 

results. They collected historical data from various sites and created their player and team databases. They implemented 

feature engineering in which they included city, toss winner and toss decision. Also, for player’s data, they added 

features such as the batting score of a player, bowling score of a player, a total score 7 of a player, and team strength. 

An analytic hierarchy process was used to obtain the weights used to calculate batting and bowling features. They 

implemented models using Na¨ıves Bayes, AdaBoost, logistic regression, support vector machine, KNN, XGBoost, 

extra tree classifier and random forest classifier. These models were compared based on accuracy, cohen kappa and 
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ambiguity to identify the issue of data symmetry. Models performance was tuned using hyperparameter tuning, and the 

random forest model was the best model with a standard deviation of 6.3%. [2]Kapadia et al. (2019) discussed 

whether machine learning could help predict accurate match results of IPL matches. They designed models to predict 

the outcome of the match based on the home ground factor and toss decision. Feature selection was applied to eliminate 

irrelevant features from the dataset. Home ground and toss winner features were created after the data processing. Their 

results indicated that toss results features performed slightly better to predict the match’s outcome using the KNN 

algorithm based on accuracy, precision and recall. Na¨ıves Bayes results were low for toss related features, but for 

home ground related features Na¨ıves Bayes performance was reasonable compared to other algorithms.[3] Banasode 

et al. (2020) implemented a system to predict and analyze the results of IPL matches. Their study used the IPL dataset 

to analyze the runs scored by batsmen of each team over the years, batsmen performance across all venues to find their 

favorite venue. They calculated the bowler’s economy rate and analyzed bowlers for the economy rate over the years. 

Further, they analyzed the performance of batters against all bowlers and the distribution of wickets over the years. In 

their analysis, they found the toss decision influences the outcome of the match.  

 

[4]Sinha et al. (2020) implemented a system to predict wins to improve the team performance using a support vector 

machine. They scraped the data from the official site of the Indian Premier League. They quantified player performance 

using multiple statistical indicators, and a rating index was established. The model was then run on the players chosen 

for both sides, and a prediction of win or loss probability was provided. Similar players were identified using KNN and 

K-mean using the data of their performance. This model was able to identify the replacement of injured players. They 

obtained 96.3% accuracy for the SVM model.[5] Nimmagadda et al. (2018) used statistical techniques to predict the 

outcome of a T20 match while it was still in progress. A multiple regression model is evaluated in order to create a 

prediction model. The key outcome was determined by the impact of the toss winner and the resulting match-winner. 

The predictive model used the innings score at regular intervals and the final scores to anticipate the match result. The 

model predicted score and run rate projected score was relatively close to the final score, with the model’s score being 

more accurate when compared to the actual score. 

 

[6]Jayalath (2018) proposed an approach for analyzing one-day international cricket match predictors. External factors 

sometimes influence the outcome of a match or players performance. Factors such as home advantage, toss result, 

batting first or second, and day vs day-night game format are discussed in this research. They formulated a logistic 

regression that predicts a team winning against a particular opponent based on previous results. They included 

predictors such as a home game, day game or day-night game, toss, batting first, opponent belongs to which continent 

in their model. This model suggested that home advantage is a significant factor for the majority of the teams. They 

categorized data based on the day and day-night games for further analysis and found that toss is a significant factor. 

Based on this result, they decided to use the result of toss to build a classification tree model to predict the outcome of a 

match. Further, they changed the predictor, which was an outcome of the match, to the margin of victory and performed 

a regression tree approach as this method helped interpret the results more clearly. 

 

CONCLUSION 

 

Thus, the role of this project is to predict or choose the essential team of players for the future matches Selection of the 

best team for a cricket match plays a significant role for the team’s victory. The main goal of this paper is to analyze 

the cricket data and predict the players’ performance. This knowledge will be used in future to predict the winning 

teams for the next series  matches. Hence using this prediction, the best team can be formed. This project opens scope 

for future work in the field of cricket and predicts other important things like best team of players, best venue, best city, 

best fielding decision to win a match. 
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