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Abstract: Sentiment analysis is one of the recent technologies under NLP (an application of Artificial intelligence and 

Machine Learning). It is used in many applications for recommendation and feedback analysis. In this paper, from 

defining sentiment analysis, to algorithms for sentiment analysis are discussed with practical results. The results declared 

in this paper are from the implantation of sentiment analysis on the news articles dataset using Naïve Bayes classifier. 

Additionally, the paper explores the various techniques employed in sentiment analysis, and delves into the challenges 

faced in accurately determining sentiment polarity. The experimental results demonstrate the effectiveness of the Naïve 

Bayes classifier in sentiment analysis, shedding light on its potential for enhancing decision-making processes in 

industries such as marketing, customer service, and public opinion analysis. 
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I. INTRODUCTION 

 

News analysis and calculations of news sentiment are now routinely used by the people in all business categories 

including buy-side and sell-side of the stock market compliance. In our paper, we have focused on news articles. The 

main errands identified for news opinion mining consists of extracting sentences from online published news articles that 

mention corporation news, and identifying positive and negative sentiments in that article and further summarizing the 

article polarity. The utilization of news sentiment analysis has become an integral part of decision-making processes 

across various business sectors, ranging from financial institutions to stock market compliance entities. Our research 

specifically targets news articles as the primary source of analysis. The key objectives of news opinion mining revolve 

around the extraction of relevant sentences from online published news articles pertaining to corporate news, discerning 

positive and negative sentiments expressed within those articles, and ultimately generating a comprehensive summary of 

the article's overall polarity. By employing advanced NLP techniques, including text mining, sentiment classification, 

and sentiment summarization, our study aims to provide a comprehensive understanding of the sentiment landscape 

within news articles. This research contributes to the existing body of knowledge by offering insights into the 

effectiveness of sentiment analysis algorithms in discerning nuanced sentiments expressed in the news, ultimately 

empowering businesses with valuable information for strategic decision-making and risk assessment. Overall, this paper 

serves as a significant step towards harnessing the power of news sentiment analysis for informed business decisions. 

 

II. LITERATURE SURVEY 

 

Sentiment analysis on news articles has gained significant recognition in recent years due to the immense data generated 

by news agencies and the need to analyze them efficiently. In this literature review, we will discuss some of the studies 

that have been conducted in the field of sentiment analysis on news articles. 

 

"The emergence of social media data and sentiment analysis in election prediction " by Chauhan, P., Sharma, N. & Sikka, 

G. [1]: In this study, the authors assess the power of various volumetric, sentiment, and social network approaches to 

predict pivotal decisions from social media platforms. The paper highlighted some state-of-the-art studies related to 

sentiment analysis using deep learning and word embedding methods. This paper also gave some future directions in the 

related field. "Multimodal Sentiment Analysis: A Survey of Methods, Trends and Challenges " by Ringki Das and 

Thoudam Doren Singh [2]: In this study, the authors proposed a Multimodal sentiment analysis for sentiment analysis is 

shifting from unimodality to multimodality. "Deep Learning Approach for Sentiment Analysis of COVID-19 Reviews " 

by Singh, C.; Imam, T.; Wibowo, S.; Grandhi, S. [3]: In this review paper, the authors provided a deep learning approach 

for sentiment analysis of Twitter data related to COVID-19 reviews. The algorithm was based on an LSTM-RNN-based 

network and enhanced featured weighting by attention layers."Sentiment Analysis for Fake News Detection" by Alonso, 
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M.A.; Vilares, D.; Gómez-Rodríguez, C.; Vilares, J [4]: In this paper, the authors studied the different uses of sentiment 

analysis in the detection of fake news, alongwith relevant elements and shortcomings. "ABCDM: An Attention-based 

Bidirectional CNN-RNN Deep Model for sentiment analysis" by Basiri, Mohammad Ehsan [5]: In this study, the authors 

proposed that by utilizing two independent bidirectional LSTM and GRU layers, ABCDM will extract both past and 

future contexts by considering temporal information flow in both directions. “A comprehensive survey on sentiment 

analysis: Approaches, challenges and trends, Knowledge-Based Systems”, by Marouane Birjali (et al) [6]: The paper 

provides a comprehensive study on sentiment analysis, exploring its applications, generic process, and various 

approaches used in the field. It also discusses the challenges associated with sentiment analysis and offers insights for 

future research directions, aiming to provide researchers with a global survey of sentiment analysis and related fields. 

“Sentiment Analysis of Online Course Evaluation Based on a New Ensemble Deep Learning Mode: Evidence from 

Chinese” by Xiaomin Pu (et al) [7]: The paper presents a new ensemble model for sentiment analysis in online course 

comments, utilizing advanced techniques such as Word2Vec, Glove, bidirectional long- and short-time networks, and 

convolutional neural networks, achieving high accuracy and stability in sentiment recognition compared to other models. 

 

To summarize, sentiment analysis on news articles is a predominant area of research that has received engrossment and 

awareness in recent years. Various techniques such as machine learning, deep learning, rule-based, lexicon-based, hybrid, 

and ensemble approaches have been proposed and studied in the literature. Machine learning-based approaches are 

generally found to be the most effective for sentiment analysis on news articles, and ensemble and hybrid approaches can 

further improve accuracy. 

 

III.  AIM & OBJECTIVES 

 

The motivation behind this project is: 

 

1. To find optimal polarity of the news articles 

2. Predict in what way it affects the taxpayer and companies alike.  

3. Perform a comparative analysis of the algorithms 

4. Evaluation of results of comparison 

5. Identify research gaps from literature survey 

 

We aim to implement the sentiment analysis for recommendation / identification of news article into positive, negative, 

neutral, from the user’s perspective. Lastly, we would like to determine the exact outlook of the mass towards the subject 

or the news. 
 

 

IV. PROPOSED SYSTEM 

 

 
 

Fig. 2 System Architecture (SpringerLink, Sentiment Analysis of Twitter Data) 
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The system architecture for sentimental analysis of news articles typically involves several components, each with a 

specific role in the analysis process. These components can be divided into three main categories: data collection and 

preprocessing, sentiment analysis, and visualization and reporting. 

 

A. Data Collection and Preprocessing 

 The first step in analyzing news articles for sentiment is to collect and preprocess the data. This involves 

gathering articles from various sources such as news websites, social media platforms, and blogs. The collected data is 

then processed to extract relevant information such as the article title, author, publication date, and text content. Text 

preprocessing techniques are then applied to clean the data and prepare it for sentiment analysis. This can include 

removing stop words (common words that do not convey much meaning), stemming (reducing words to their root form), 

and removing special characters and punctuation. 

 

B. Sentiment Analysis: 

 Once the data is accumulated and preprocessed, next, we perform sentiment analysis on the text content of the 

articles. This is done using Naïve Bayes algorithm. 

 

C. Visualization and Reporting:  

 The final step in the sentiment analysis of news articles is to visualize and report the results. This can involve 

creating charts and graphs to display the distribution of sentiment across different articles or sources. It can also involve 

generating reports that summarize the sentiment of the news articles and provide insights into trends and patterns. 

 

V.  METHODOLOGY 

 

A. Dependencies            

We first import the necessary modules from NLTK.  NLTK is a widely used open-source Python library for NLP. It 

provides a wide range of tools and resources for tasks such as tokenization, stemming, lemmatization, POS tagging, and 

sentiment analysis. We also import the requests module to retrieve the HTML content of the news article. 
 

 

B. Analyzer Used 

The SentimentIntensityAnalyzer is a tool used for sentiment analysis in natural language processing. It is a part of the 

Natural Language Toolkit (NLTK) library in Python. The analyzer is designed to determine the sentiment polarity of a 

given text, indicating whether the text expresses a positive, negative, or neutral sentiment. The 

SentimentIntensityAnalyzer uses a pre-trained model to assign sentiment scores to individual words and phrases within 

the text. These scores are then combined to calculate an overall sentiment score for the entire text. The sentiment scores 

range from -1 (negative sentiment) to +1 (positive sentiment), with 0 indicating a neutral sentiment. 
 

 

C. Algorithm 

Naïve Bayes Algorithm:  
The Naïve Bayes algorithm is a popular machine learning algorithm used for classification tasks. It is based on the Bayes' 

theorem, which calculates the probability of a certain event happening given prior knowledge. In Naïve Bayes, the " 

naïve " assumption is made that all features in the data are independent of each other, meaning that the presence or 

absence of one feature does not affect the presence or absence of another.  

 

The algorithm works by estimating the probability of a data point belonging to each class based on the observed feature 

values. It calculates the conditional probability of each class given the feature values and then assigns the data point to 

the class with the highest probability.  

 

This is done by multiplying the individual probabilities of each feature given the class. Naïve Bayes is efficient and 

scalable, making it particularly useful for large-scale data sets. It is commonly used in text classification tasks, such as 

spam detection or sentiment analysis, where each word or term is treated as a feature. 
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Fig. 1  Flowchart of Sentimental Analysis 

 

D. Data Collection 

Input of news articles taken from user. Test data was run on news articles database. Many news organizations provide 

APIs that allow developers to access their news articles. By using these APIs, you can retrieve news articles along with 

their metadata, such as headlines, publication date, and content. 

 

 

E. Output 

Polarity is the output that lies between [-1,1], where -1 refers to negative sentiment and +1 refers to positive sentiment. 

Subjectivity is the output that lies within [0,1] and refers to an individual’s opinions and judgements. Another common 

approach is to assign categorical labels to represent the sentiment polarity. 
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VI. CONCLUSION 

 

In summary, the main aim of this study is to explore and complete classification methods in sentiment analysis, 

considering their advantages and disadvantages. The research begins by discussing various levels of sentiment analysis 

and providing an overview of necessary procedures like data collection and feature selection. The study then classifies 

and compares different methods used in sentiment categorization systems, highlighting their strengths and weaknesses. 

Supervised machine learning methods, particularly the NB and SVM algorithms, are widely utilized due to their 

simplicity and high accuracy, often serving as benchmarks for new approaches. The study also examines common 

application areas and explores the significance and consequences of sentiment analysis challenges in sentiment 

evaluation. By comparing the structure of sentiment reviews with the difficulties faced in sentiment analysis, the research 

reveals the importance of domain dependence in identifying sentiment issues. Moving forward, future work will involve 

expanding the comparison scope with additional findings. The challenges encountered in this research demonstrate that 

sentiment analysis remains a relatively unexplored field of study. 
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