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Abstract— Active learning is a machine learning technique that identifies data that should be labeled by human 

annotators. This can be used to reduce the cost and time of labeling datasets, while still achieving high accuracy. Active 

learning works by iteratively training a machine learning model on a small set of labeled data, and then using the model 

to predict the labels of unlabeled data. The data points that the model is most uncertain about are then selected for 

labeling. This process is performed iteratively until the desired level of accuracy is achieved. Active learning has been 

shown to be effective for a variety of machine learning tasks, including text classification, image classification, and 

natural language processing. It is particularly well-suited for tasks where labeling data is expensive or time-consuming. 

In this study, we investigate the use of active learning with the CIFAR10, EuroSAT and Fashion MNIST datasets. We 

compare a variety of active learning methods, including Least Confidence, Margin Sampling and Entropy Sampling. We 

show that they can all improve the performance of the model over random sampling. 
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I. INTRODUCTION 

In machine learning, data labeling is the process of assigning labels to data points. This is a critical step in the machine 

learning process, as the quality of the labels will directly impact the performance of the machine learning model. 

However, data labeling can be a time-consuming and expensive process, especially for large datasets. Active learning is 

a technique that can be used to reduce the amount of data labeling required. In active learning, a machine learning model 

is trained on a small subset of labeled data[1]. 

The model is then used to predict the labels of unlabeled data points. The data points for which the model is least 

confident are then labeled by a human expert. This process is repeated until the model is sufficiently trained. This can 

improve the performance of the machine learning model. It is because the model is trained on a more representative 

sample of the data. Active learning methods that are used in this work are Least Confidence, Margin Sampling and 
Entropy Sampling[5]. 

Least confidence is a method that selects the data points for which the model has the least confidence in its 

prediction.This strategy is based on the idea that data points for which the model is uncertain are more likely to be 

informative and thus more likely to improve the model's performance. In Margin sampling it selects the data points that 

are most uncertain for the current model. This is done by calculating the margin of each data point, which is the 

difference between the highest probability and second highest probability where the probability is the likeliness of the 

datapoint belonging to a particular class.The data points with the smallest margins are the most uncertain and are 

therefore the most valuable to label. Entropy sampling is a method of sampling data that is based on the entropy of the 

data. Entropy is a measure of the uncertainty of a data set, and it is calculated by counting the number of different 

values that a data point can take on. Entropy sampling selects data points with high entropy, which means that they are 

more uncertain and therefore more likely to be informative. These three methods are applied on CIFAR-10, EuroSAT 

and FashionMNIST Datasets. 

II. RELATED WORK 

 

A new active labeling method for Deep learning [5]: The proposed active learning method uses a Bayesian framework 

to select the most informative data points to query. The method was shown to outperform other active learning methods 

on the MNIST and CIFAR-10 datasets. The method is likely to be effective in a variety of other applications where deep 

learning models are used. 
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Region-based active learning for efficient labeling in semantic segmentation [6]: Region-based active learning is a 

promising approach for reducing the amount of labeled data required to train semantic segmentation models.The 

method is based on a Bayesian framework and uses a combination of entropy and uncertainty measures to select 

informative regions. The method has been shown to be effective in a variety of settings and is likely to be even more 

effective as deep learning models become more complex. 

 

 

 
 

 

Fig. 1: Proposed Architecture 

 

Reducing Label Effort: Self-Supervised meets Active Learning[7]: The proposed AL-SSL framework is a promising 

approach for reducing the amount of labeled data required to train machine learning models. The framework is simple to 

implement and can be used with a variety of machine learning models. The framework is also scalable and can be 

used with large datasets. 

 

DIAL: Deep Interactive and Active Learning for Semantic Segmentation in Remote Sensing [8]: The proposed DIAL 

framework is a promising approach for semantic segmentation in remote sensing. The framework is simple to use and 

can be used with a variety of deep neural networks. The framework is also scalable and can be used with large datasets. 

Active learning with point supervision for cost-effective panicle detection in cereal crops [9]: The proposed active 

learning approach is a promising approach for cost-effective panicle detection in cereal crops. The approach is simple to 

implement and can be used with a variety of deep learning models. The approach is also scalable and can be used with 

large datasets. 

 

Gradient and Log-based Active Learning for Semantic Segmentation of Crop and Weed for Agricultural Robots [10]: 

The proposed active learning method is a promising approach for reducing the amount of labeled data required to 

train semantic segmentation models for weed detection in agricultural robots. The method is simple to implement and 

can be used with a variety of deep learning models. The method is also scalable and can be used with large datasets. 

Active Learning for Improved Semi-Supervised Semantic Segmentation in Satellite Images [11]: The proposed active 

learning method is a promising approach for reducing the amount of labeled data required to train semantic 

segmentation models for land cover classification in satellite images. The method is simple to implement and can be 

used with a variety of deep learning models. The method is also scalable and can be used with large datasets. 

 

Active learning for object detection in high resolution satellite images. [12] Their main objective was to apply two 

active learning techniques to segmentation of satellite images: Bayesian dropout and Core-Set. To evaluate the 

contribution of the uncertainty and core-set approaches, we compare them to two different baselines. The Core-Set 

approach seems to be the most effective method for the weak model. For the strong model, even if the Core-Set 

approach is also performing well the Bayesian dropout approach outperforms it by a large margin. 

 

Dropout as Bayesian approximation: Deep learning representation of model uncertainty.[16] This influential paper 

demonstrates how dropout in deep neural networks can be interpreted as approximate Bayesian inference, enabling 

active learning methods to leverage model uncertainty estimates for effective instance selection. 

 

Active learning based on diversity with applications to the detection of unusual classes in data streams. [23] This work 

investigates rare-class recognition in streaming data using diversity-based active learning techniques. In order to 
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enhance the detection of unusual occurrences in changing data streams, it provides a novel active learning technique 

that maximizes the diversity of labeled cases. 

 

A comparison study using active learning for graph classification. [20] A comparison of active learning methods for 

graph classification tasks is presented in this research report. It assesses and contrasts several active learning techniques 

on diverse graph datasets, offering insights into active learning's efficacy for graph-based tasks. 

 

The power of ensembles in classifying images through active learning.[18] In this study, deep ensemble models and 

active learning are combined. It demonstrates how ensemble-based active learning techniques may be used to do image 

classification tasks with less annotation work and higher classification accuracy. 

 

Bayesian active learning for electronic health records-based clinical decision assistance[19]. This study investigates the 

use of active learning strategies with electronic health records-based clinical decision support systems. It shows how 

Bayesian active learning can be used to enhance clinical predictions while reducing the need for expert annotation. 

 

A deep reinforcement learning technique to active learning. 

[17] Active learning is shown in this work using a deep reinforcement learning approach. In order to learn an agent's 

policy for choosing which instances to label,it formulates active learning as a sequential decision-making issue and 

applies a deep Q-network to the problem. 

 

Active learning with inadequate information[22]. The purpose of this study is to examine active learning in situations 

where the annotator can only supply incomplete or restricted information. It proposes brand-new active learning 

methods that deal with missing or ambiguous label queries, making active learning more resilient and flexible to actual 

annotating scenarios. 
 

III. DATASET DESCRIPTION 

 

The CIFAR-10 dataset is a collection of 60,000 32x32 color images in 10 classes: airplane, automobile, bird, cat, deer, 

dog, frog, horse, ship, and truck. The images are labeled with one of these 10 classes and are split into 50,000 training 

images and 10,000 test images. The CIFAR-10 dataset is a popular benchmark for machine learning algorithms that are 

used to classify images.The images in the CIFAR-10 dataset were collected from the web and resized to 32x32 pixels. 

 

EuroSAT RGB dataset is a publicly available dataset of 27,000 labeled and geo-referenced satellite images covering 10 

land use and land cover classes. The dataset is based on Sentinel-2 satellite images. The categories are Annual Crop, 

Forest, Herbaceous Vegetation, Highway, Industrial, Pasture, Permanent Crop, Residential, River, Sea and Lake, with 

each category consisting of 2,700 images. The images have a spatial resolution of 64x64 pixels and are stored in RGB 

format. 

 

The Fashion-MNIST dataset is a collection of 60,000 28x28 grayscale images of 10 fashion categories, along with a test 

set of 10,000 images. Each image is associated with a label from 10 classes: T-shirt/top, Trouser, Pullover, Dress, Coat, 

Sandal, Shirt, Sneaker, Bag, Ankle boot. The dataset can be used as a drop-in replacement for the MNIST dataset for 

benchmarking machine learning algorithms. It shares the same image size and structure of training and testing splits 

 

IV. PROPOSED ARCHITECTURE 
 

In the architecture as shown Fig.1 the two dimensional Convolutional Neural Network used with RELU as activation 

function and 3x3 kernel, first the input is provided to the model. This is in the form of a 32x32x3 image. After three two 

dimensional Convolution layers a. Max pooling layer is provided with pool size of 2x2, as it selects the most dominant 

pixels in a block, and maps that block to that pixel value and overall matrix size reduces, without losing out on integrity 

and information. After this a Dropout layer of 25% is provided to control the overfitting of the model by randomly 

setting outgoing edges of hidden units to 0 at each updating phase.. After this we provide a flatten layer that converts 

the output of the convolutional layers into a single long feature vector. Dense layer is provided after the Dropout layer 

as each neuron in a dense layer is connected to every neuron in the previous layer and helps to learn complex 

relationships between the input and output data. Again a Dropout layer of 40% is provided to avoid further overfitting. 

Finally a Dense layer is provided with softmax as activation function. 
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V. CONCLUSION AND FUTURE WORK 

 

Active learning is a powerful technique that can be used to reduce the amount of data labeling required. Active learning 

can be a valuable tool for machine learning practitioners who are looking to improve the performance of their 

models while reducing the cost of data labeling. However, there are some challenges to applying active learning to 

these datasets. One challenge is that the labels of data points in these datasets are expensive to obtain. Another challenge 

is that these datasets are not very diverse, which can make it difficult to train a model that generalizes well to new data. 

Despite these challenges, active learning is a promising approach for improving the performance of machine learning 

models on CIFAR10,EuroSAT and Fashion MNIST datasets. We believe that future research in active learning will 

focus on addressing the challenges of these datasets and developing even more effective active learning methods. 
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