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Abstract: From Vedic times plants have been used as a source of medicine in ayurveda. In the preparation of ayurvedic 

medicine, identification of correct plant is the most important step, which has been done manually. Due to demand of 

mass production, Identification of these plants automatically is important. In this project we have been implement a 

technique for medicinal plant identification using random forest algorithm, an ensemble supervise machine learning 

algorithm based on color, texture and geometrical features then reduced feature vectors are inputted into the 

classification model. Convolution Neural Network (CNN) is used for classification and identifying the animal class.  
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INTRODUCTION 

Plants are of central importance to natural resource conservation. Plant species identification provides significance 

information about the categorization of plants and its characteristics. Manual interpretation is not precise since it 

involves individual's visual perception. Sampling and capturing digital leaf images are convenient which involves 

texture features that help in determining a specific pattern. The most important feature to distinguish among plant 

species are venation and shape of a leaf. As information technology is progressing rapidly, techniques like image 

processing, pattern recognition and so on are used for the identification of plants on basis of leaf shape description and 

venation which is the key concept in the identification process. Varying characteristics of leaves are difficult to be 

recorded over time. hence it is necessary to create a dataset as a reference to be used for a comparable analysis. Leaves 

are used in most of the plant identification methodologies due to their attractive properties and availability throughout 

the year. modern medicine is massively produced for medical treatment but many first world countries are now opting 

for traditional medicine  due to the limitation of synthetic drugs in controlling and curing chronic diseases (who 1999). 

Traditional medicines are used extensively in the pharmaceutical industry, as claimed in (karami et  al. 2017), where a 

quarter of the globally prescribed drug are extracted from medicinal plants. this is due to the benefts of medicinal plants 

that offer substantially lower adverse reactions and more cost effective as compared to synthetic drugs (lulekal et  al. 

2008). Furthermore, bioactive compounds such as phenolics, carotenoids, anthocyanins and tocopherols that can be 

extracted from medicinal plants (altemimi et  al. 2017) serve as antioxidants, anti-allergenic, anti-inflammatory, 

antibacterial and also anti-hepatotoxic. nonetheless, the task of identifying medicinal plants manually is complicated 

and time consuming, similar to other plant recognition and this is due to the availability of expert opinions (sladojevic 

et  al. 2016; singh and misra 2017; wäldchen et al. 2018). Inspired by these problems, researchers introduced numerous 

automatic plants or leaf recognition systems, where most of them utilized machine learning approaches. Machine 

learning is a branch of artificial intelligence which allows machines to identify patterns and make decisions with 

minimal human intervention. Machine learning has been used to obtain impressive recognition, prediction and filtration 

results on many problems such as medical diagnosis, financial analysis, predictive maintenance and image recognition. 

Currently, there are various types of machine learning algorithms and these algorithms can be classified into three 

categories, namely supervised, unsupervised and semi supervised. in supervised learning, the algorithm makes 

decisions based on the labeled input data, where the training process continues until the classifier able to achieve the 

highest accuracy (el mohadab et al. 2018). there are also machine learning algorithms that can be trained without 

labeled data and these algorithms are categorized under unsupervised learning (el mohadab et al. 2018). in some cases, 

there is a need for semi-supervised learning, where the algorithms are trained using both labeled and unlabelled data 

(zhu and goldberg 2009).  

1. LITERATURE SURVEY 

A leaf recognition algorithm for plant classification using probabilistic neural network, S.G.Wu, F.S.Bao, E.Y.Xu, 

Y.-X.Wang, Y.-F.Chang and Q.-L. Xiang, In this paper, we employ Probabilistic Neural Network (PNN) with image 
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and data processing techniques to implement a general purpose automated leaf recognition for plant 

classification.The PNN is trained by 1800 leaves to classify 32 kinds of plants.  

Automatic plant identification from photographs, B. Yanikoglu · E. Aptoula · C. Tirkaz . This paper presents an 

automatic plant identification system from digital photographs. The system is tested on a dataset of nine different 

plant species.The system is trained on a dataset of digital photographs of plants and uses a set of features to identify 

plant species.  

 

Plant Leaf Recognition Using Texture Features and Semi-Supervised Spherical K-means Clustering, Shadi Alamoudi, 

Xia Hong, Hong Wei. The method uses texture features such as Gabor Filters, Local Binary Patterns, and Color 

Moments, to extract features from the leaf images. The spherical K-means clustering algorithm is then used to cluster 

the extracted features and classify the plant leaf images. The proposed method was tested on a dataset of 100 plant 

species. 

Machine learning in medicinal plants recognition, Kalananthni Pushpanathan1, Marsyita Hanaf1, Syamsiah 

Mashohor1, Wan Fazilah Fazlil Ilahi2. This paper provides an overview of the application of machine learning 

techniques in medicinal plants recognition. It focuses on the challenges and recent advances in the field, as well as 

existing methods and algorithms used to identify medicinal plants. 

 

A Leaf Recognition Algorithm for Plant Classification Using Probabilistic Neural Networks, Stephen Gang Wu1, 

Forrest Sheng Bao2, Eric You Xu3, Yu-Xuan Wang4, Yi-Fan Chang5 and Qiao-Liang Xiang4. This paper presents a 

leaf recognition algorithm to classify plants using probabilistic neural networks.  

The authors use a combination of morphological and texture features to represent a leaf image 

Royetal(2014) studied seed and seedling morphology of Diploknema butyracea. Diploknema was reported from 

Jumpui hills of Tripura and was a multi purpose plant of the sub-Himalayan tract. Its how edphaneroepigeal type of 

germination and leaves had hypostomatic with anomocytic stomata. Seed and seedling morphology of Aquilaria 

malaccensis Lamk, a threatened species, in Tripurahad been studied from regeneration and conservation point of view 

by Roy and Datta(2014). This study had observed that Aquilaria had high seedling production and regeneration 

capacity with phaneroepigeal reserve type of germination. 

Roy and Datta(2014) conducted an investigation for phonetic analysis of 8 species of sub-tribe Cassiineae (Sennatora, 

Sennasophera, Senna occidentalis,   Sennasiamea, Cassiafistula, Sennaalata, Cassiarenigera, 

Cassiajavanicassp.nodosa) with respect to seedling morphology in Tripura. Alltaxa belongs to family Leguminosae 

and all had phaneroepigeal foliaceous type of germination. Artificial key had been prepared for easier identification 

of all investigated taxa. 

Paria and Sanyal(2015) documented 25 taxa under 18 genera of 

familyLeguminosae(Acaciaauriculiformis,Atylosiascarabaeoides,Bauhiniapurpurea,Buteamonosperma,Calliandraumb

rosa,Cassiaalata,Cassiafistula,Cassiasiamea,Cassiasophera,Cassiatora,Crotalariapallid,Dalbergiasissoo,Delonixregia,L

eucaenaleucocephala,Millettiaovalifolia,Mimosapudica,Peltophorumpterocarpum,Pithecellobiumdulce,Pongamiapinn

ata,Samaneasaman,Saracaasoca,Sesbaniacannabina,Sesbaniagrandiflora,SesbaniasesbanandTephrosiapurpurea.) from 

Salt  Lake City in West Bengal. To determine inter-relationships among the investigated taxa they had also done 

cluster analysis and principal component analysis. 

Jadhav and Chavan(2015) had done a comparative account of seedling morphology of three Luffa 

species(Luffaacutangulavar. amara,L.acutangula and L.cylindrica.). Sivada setal(2015) recorded seedling stage of 

Lagerstroemia speciosa from family Lythraceae upto sixth leaf stage. Singh(2015) recorded fifteen dicotweeds in 

their juvenile stage(Achyranthesaspera, 

Alternantheraparonychioides,Amaranthusviridis,Argemonemexicana,Chenopodiumalbum,Digeramuricata,Euphorbia

hirta,Lathyrusaphaca,Medicagopolymorpha,Melilotusindica,Oldenlandiaaspera,Oxaliscorniculata, Parthenium 

hysterophorus, Solanum nigrum and Spergulafallax). 

In 2015, Singh investigated Oroxylumindicum seedling and talked about its taxonomical importance. Bose and 

Paria(2015a,2015b) had observed seedling morphology of Cheilocostusspeciosus(Costaceae) and 

Hyphaenethebaica(Arecaceae) and pointed out importance of seedling morphology in taxonomy. According to Sanyal 

and Paria(2015), seed and seedling traits play critical role in identification of species. Meena and Datta(2015) studied 
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seedling and their taxonomic importance of some species of   Acacia (A.niloticasubsp.indica ,A.senegal, A.raddiana 

and A.catechu) Seedling characters upto 3rd to 4th  leaf stages had been recorded. 

Kumar and Chauhan(2016) studied seedling morphology of Wrightiaar bore and W.tinctoria. Both species belongs to 

family Apocynaceae and were medicinally important and were endangered in the Vindhyan region. Srivastava and 

Kumar(2016) studied seedling of Sesbania. Yogeeshaetal(2016) studied seeds of threatened under-utilized Baccaurea 

courtallensis of western ghat. Seeds of Podostemaceaeare very small and abundant and germinate quickly in light and 

water. Seed features of Podostemaceae and their survival had been investigated by Uniyal(2016). Nakar and 

Jadeja(2016) studied 11 taxa(9 trees and 2 under shrubs) from Girnar Reserve Forest(Aeglemarmelos 

,Albizialebbeck, Bombaxceiba, Cassiaauriculate, Cassiaoccidentalis, Cassia siamea, Ceibapentandra, Delonix regia, 

Leucaenaleucocephala, Peltophorumpterocarpum, Sterculiaurens) in Gujrat. 

Sanyal(2017) had studied 139 taxa in their juvenile stage of Taki, North 24 Parganas in West Bengal. Using seedling 

character sartificial key had been prepared for identification of taxa. 5 species of Magnolia(M.campbellii, 

M.cathcartii, M.champaca, M.doltsopa,  M.lanuginosa) had been investigated on the basis of 

Seedling morphology by Boseetal(2017). Paria and Bose(2017) had stressed on seedling morphology and its potential 

in taxonomic studies in Indian flora. Ingole and Adikane(2017) had studied seed morphology(shape, size, texture, 

surface, hilum shape and position) and seed coat anatomy of eleven medicinal important plants of family 

Acanthaceae.  

2. PROPOSED SYSTEM 

 

The image processing techniques have been established to optimize the footprints, input image is converted into 

greyscale, Edge detection on the image.  

All the images in the dataset are read, processed, and feature extracted, raw data is loaded for classification of input 

image. 

This project proposed a Fuzzy C-means response, for extracting texture features and preserves texture features of an 

image in frequencies.  

Selective scale and orientation filter is applied on input image to acquire texture features.  

And Segmentation requires separating the image from the background for efficient classification.  

Next step is extracting templates of the footprints.  

In template matching process along with template updating is specified. 

CNN classifier is used for identifying the medicinal plant.  

Since, our proposed method falls on the classification of multiple classes, the binary CNN model has been extended to 

multinomial logistic regression.  

Through a combination of binary CNN, multiple groups are compared by the multinomial logit . 

3.1. Advantages of Proposed System: 

The purpose of this work is to improve our previously proposed prediction framework through alternative Plant 

mapping and feature engineering approaches, and provide an open-source implementation. 

This work helps the law enforcement agencies to predict and detect Plant in Indiausing foot prints with improved 

accuracy and thus reduces the time rate. 

3. DESIGN & IMPLEMENTATION 

4.1. Data Collection: 

The Dataset used for this work contains 60 classes of medicinal plant where 20 images in each class. 

  70% of the images is used as train data and 30% of the images is used as test data.  
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4.2. Data Pre-processing: 

Re-processing plant leaves images are converted into gray-scale [13]. Gray-scale image is a image consists of binary  

contents in the form of 0 and 1 pixels of the initial rgb image. 

Gray-scale image consists of image pixel is a single sample representing only small amount of light, it carries only 

intensity information between (0 to 1).  

The converted gray scale for further processing, it should be further reduced in information which includes edge 

detection. 

4.3. Feature Extraction Module: 

 

Here we choose Gabor filters for the purpose of feature extraction. Gabor filters effectively preserves the texture 

characteristics of an image pattern in frequency domain. By applying the selective scale and orientation gabor filter on 

an image where, the texture analysis is accomplished.Initially the image are segmented before extracting desired feature 

4.4. Classification Module: 

 

Classification: After processing and feature extraction we have to determine the animal class by comparing the input 

image with trained data, trained data consists of 80 percent samples, probabilistic neural network is used for footprint 

classification. 

4.5. Saving the Trained Model: 

 

Once you’re confident enough to take your trained and tested model into the production-ready environment, the first 

step is to save it into a .h5 or .pkl file using a library like pickle .Make sure you have pickle installed in your 

environment. Next, let’s import the module and dump the model into.pkl file.                                            

4. CONCLUSION 

This research highlights the enormous potential of picture classification algorithms and how they can be utilized to 

outperform humans in a range of classification tasks. With advances being made daily in the domains of picture 

classification and computer vision, this suggested method, if implemented on a wider scale, has the potential to 

dramatically alter the way traditional medicine such as Ayurveda, Unani, and others is performed in the nation. One of 

the primary disadvantages of traditional medicine that is impeding its popularity and expansion is a lack of information 

about the requisite plants/plant extracts among the urban people. This initiative may assist in overcoming this 

disadvantage by offering an effective and user-friendly interface for identifying and using these plants. Even though the 

suggested system is fully functional in its current form, it cannot be used as a real-time application without a few 

critical enhancements: To begin, a beautiful and simple-to-use user interface must be built so that the system can be 

used without difficulty and provide the intended outcomes. Additionally, if networking capabilities are included, the 

user will be able to access enormous web resources to learn more about the plant specimen in question, rather than 

relying on pre-loaded data. Moreover, the CNN method may be improved by hyperparameter tweaking, data redesign, 

and model optimization. 
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