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Abstract: Diabetes is a chronic disease that spread over the past decades in abundance. It is a metabolic disease that may 

affect the entire body. Diabetes is classified are three types, which are type 1 diabetes (T1D), type 2 diabetes (T2D), and 

gestational diabetes (GD), where each type has specific causes. This research study aims to find out the most common 

behaviours that lead to diabetes and measure the relationship between human biometrics and the likelihood of behaving 

T2D.The study aimed to develop a machine learning prediction model by investigating five machine learning algorithms 

which are Support Vector Machine, Logistic Regression, K-Nearest Neighbour, Decision Tree, and Random Forest. This 

model was developed by Python using google colab, Random Forest algorithm outperformed in perform highly accurate 

behavioural prediction with 98% compared with other algorithms. The outcome from this research study would assist the 

medical practice and medical community with a tool that can early predict T2D. 
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I.INTRODUCTION 

 

Diabetes is a chronic disease that affects the amount of insulin secreted by the pancreas, causing an abnormal fluctuation 

of sugar in the blood that could be lower or higher than the normal level. It requires continuous care and monitoring of 

an individual’s behaviour in terms of therapeutics, a balanced diet, and exercise [1]. As a number of countries witnessed 

a noticeable increment in diabetes incidences, A study stated that type 1 diabetes has increased in the United States of 

America in the past three decades [2], resulting in a rise in the rate of infection among young people from 9.0 cases per 

100,000 people annually in 2002–2003 to 12.5 cases per 100,000 in 2011–2021 [2]. In addition to the Middle East, which 

witnessed an obvious increase in the rate of infections with type 2 diabetes (T2D), The Kingdom of Saudi Arabia and the 

State of Bahrain were listed among the global top ten rated countries according to diabetes in the world [1]. 

 

Therefore, early exploration and prediction of the likelihood of having diabetes will help to avoid negative outcomes that 

may destroy human life [3], Based on this, the integration of machine learning, deep learning, and artificial intelligence 

that has been proven to be used as advanced computing solutions is very useful for early prediction of diabetes, and the 

advances made by machine learning techniques in the field of medicine and healthcare today are more noticeable than 

they were in the past. These methods and techniques have been widely used in diabetes research regarding its diagnosis, 

complications, and the environmental and genetic background of the disease [3]–[5]. 

 

These artificial intelligence techniques such as expert systems and machine learning algorithms used to facilitate the 

understanding of human behaviors for the early prevention of diabetes and many infectious diseases. These techniques 

have made tremendous efforts to serve the field of medicine, to achieve therapeutic savings due to the accuracy of 

predictive results [6], [7]. Therefore, this research will focus on developing an intelligent system that makes early 

predictions of diabetes mellitus through analysing and studying human behaviors and biometrics using machine learning 

algorithms, as will be described in the following sections of this research. 

 

II. LITERATURE REVIEW 

 

A. Diabetes Causes  

There are three types of diabetes: gestational, type 1, and type 2, each of which is caused by different factors. In brief, 

gestational diabetes is caused during pregnancy according to hormonal changes along with genes and lifestyle (behavioral 

factors). The causes of type 1 fall under genes and environmental factors, while type 2 is caused by genes and behavioral 

factors such as obesity and a lack of physical activity. This type is considered the most popular and most common type 

of diabetes [8]. 
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Gestational diabetes (GD) is high blood sugar that is developed during pregnancy as a result of placental hormones that 

prevent the body from using insulin effectively, which results in sugar remaining in the blood instead of being absorbed 

into cells [9]. There are major causes of this type of diabetes: overweight, having children at a later age, previous history 

of GD, family history of T2D, and ethnicity [9]. This type of diabetes can be treated by increasing physical activity and 

maintaining a healthy dietary intake [9]. 

 

Type 1 diabetes (T1D) is a body behavior that attacks and destroys -cells (hormones that control glucose levels in the 

blood and produce insulin) in the pancreas to prevent producing the proper insulin amount [10]. The incidence statistics 

of type 1 diabetes (T1D) mellitus vary among countries according to several factors. Firstly, the geographical variation, 

where the incidence rate of diabetes in North America and European countries is high to medium compared to the African 

countries, where it is ranked as medium and low in Asia [11]. Secondly, the ethnicity, gender, and age variables show 

that diabetes has a positive relationship with age. In addition, it is noted that the diagnosis of diabetes increases in males 

in countries where the incidence of infection is high [11]. The third factor is the temporal variation in the incidence of 

type 1 diabetes, which varies with different seasons, as the incidence rate increases in the winter and autumn while 

decreasing in the summer and spring [12]. In addition, etiological factors such as drugs, vaccinations, and others play a 

significant role in increasing the incidence of diabetes, along with genetic susceptibility [11]. In this type, there is no 

medical solution to cure it yet, but it could be controlled to prevent complications by managing blood sugar levels with 

insulin injections and lifestyle [13]. 

 

Type 2 diabetes (T2D) is a failure in the body's ability to utilize and set the glucose (blood sugar) amount as fuel for 

resistance. Due to a progressive lack of -cell insulin secretion [14].  In this case, the pancreas is unable to produce enough 

insulin. Thus, this case will increase blood sugar levels in the bloodstream. Ultimately, high blood sugar levels would 

lead to other consequences, including disorders in the immune system and circulatory system [15]. 

 

The incidence of type 2 diabetes (T2D) mellitus also varies according to the variation in prevalence according to 

geographic location, age, gender, and ethnicity [11]. The spread of obesity is also one of the reasons that led to the 

emergence of type 2 diabetes, where the most important factors are lack of physical activity, diet, and obesity [16]. 

 

This type of diabetes is mostly common in older adults, but in recent years, with a changing lifestyle that led to several 

consequences, including the spread of obesity among children, the incidence rate of type 2 diabetes has increased among 

young people [17]. This is supported by noticing the incidence rate in rural areas, where individuals did not change their 

lifestyle significantly. Type 2 prevalence is low in rural areas compared to developed countries, as is its prevalence in 

ethnic communities [11]. Additionally, the temporal variation affected the rate of type 2 diabetes, as the U.S. data proved 

that the incidence increased by five times that which was diagnosed in 1980–2015, from 5.5 million cases to 23.4 million 

cases [16]. 

 

Based on the above causes, lifestyle modalities would help to prevent this type, including healthy eating habits, 

exercising, and losing weight [18]. Otherwise, patients may need to balance their insulin levels by using prescribed 

diabetes medications [14]. 

 

The literature shows various studies that investigated type 2 diabetes, including genes and other factors [9], [19], [20], 

Those studies stated that individual behaviors are considered one of the main factors that may profoundly contribute to 

prediabetes and type 2 diabetes, including exercise, exertion, sleep quality [21], and dietary intake that led to poor glucose 

regulation in the blood [22]. In addition, biometrics can be used to assess some parameters that contribute to predicting 

type 2 diabetes (T2D), such as weight, body mass index (BMI), blood pressure, blood cholesterol, and blood sugar [22]. 

All the discussed causes that led to diabetes occurrence are required to be controlled through a focus on predicting the 

incidence likelihood of diabetes based on individual behaviors and biometrics [22], [23]. 

 

B.  Some Efforts to Control Diabetes. 
 

Behavioral Solutions 

Looking precisely at human behaviors, there are several perspectives on detecting the incidence and likelihood of some 

diseases [23]. Thus, predicting and analyzing human behaviors is one of the common practices in medicine. These 

behaviors, including physical exercise and lifestyle interventions such as commitment to balanced dietary intake to 

manage weight, sleep quality and duration, and anxiety mitigation and management, are considered among the most 

effective practices to manage, mitigate, and prevent type 2 diabetes [24]. In addition, self-control contributes to avoiding 

some behaviors that may increase the risk of developing type 2 diabetes, including depression, smoking, and stress. 
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Machine Learning Solutions 

Applying intelligent solutions in the health and medical fields is currently indispensable, which in turn works to transform 

data into valuable knowledge, as the health field is currently facing remarkable progress in several areas, such as 

biotechnology, then it was in the past, and this appears in the production of clinical and genetic information data extracted 

from large electronic health records (EHRs) [25]. The numerous options of digital technologies and methods are widely 

used in diabetes research regarding complications, prognosis, health care, and the genetic and environmental background 

of this disease [26], [27]. 

 

Early detection and prediction of diabetes in people at high risk of developing this disease limit its spread. In the western 

region of Saudi Arabia, a cross-sectional questionnaire-based study was conducted using traditional risk factors for 

diabetes. The most important risk factors for type 2 diabetes were examined and analyzed by performing a Chi-Squared 

test and binary logistic regression. Cross-sectional data were balanced using the Synthetic Minority Over-sampling 

(SMOTE) technique [28]. In addition, the study considered some variables, including region, gender, smoking, dietary 

intake, blood pressure (BP), and body mass index (BMI) [28]. Furthermore, in Saudi Arabia, a study was conducted using 

the Random Forest algorithm and the logistic regression algorithm to predict diabetes based on 18 risk factors [29]. The 

Random Forest algorithm outperformed logistic regression to better predict diabetes [29]. Machine learning is one of the 

leading areas that is used to measure the variability in blood sugar (HbA1c) and lipids to predict complications and 

mortality from diabetes [30].  Similarly, in Malaysia, a cross-sectional study was conducted at the University of 

Kebangsaan Malaysia Medical Center (UKMMC) that aimed to determine the prevalence of poor glycemic control and 

its relationship to the biological, psychological, and social factors of diabetic patients through measures of psychological 

factors, personality traits, and quality of life (QOL). This study conducted several questionnaires measuring these factors 

and multivariate binary logistic regression to determine predictors of poor glycemic control in 300 patients. The 

prevalence of poor glycemic control in the study (HbA1C ≥ 7.0%) was 69%, with a median HbA1C of 7.6% (IQR = 2.7). 

The study predicted that neglecting medication adherence and the longest duration of diabetes are factors that contribute 

to poor glycaemic control, and psychological factors are not associated with poor glycaemic control [6]. 

 

C. Hypotheses 

This section will present the study hypotheses that shown in figure 1. 
 

 

 

 

 

 

 

 
                            

 

 

 

 

 

 

 

 
 

 

Fig 1. Hypotheses framework 
 

H1 : “Physical exercises decreased the likelihood risk of incidence of type 2 diabetes (T2D)”. 

H2 : "Parental diabetes history increased the likelihood of the incidence of type 2 diabetes (T2D)". 

H3 : "Anxiety management contributes to decreasing the likelihood of type 2 diabetes (T2D)". 

H4 : "Having a sufficient sleep duration would minimize the likelihood of the incidence of type 2 diabetes (T2D)". 

H5 : "Smoking contributes to increasing the likelihood of type 2 diabetes (T2D).". 

H6 : “ Stress contributes to increase the likelihood of type 2 diabetes (T2D)”. 
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III. METHODOLOGY 

A. Sampling Method 

The target population is all adults who are citizens or residents of the Kingdom of Saudi Arabia. The target population 

was identified in this research to predict the likelihood of having T2D. A convenience sampling method, non-probability 

sampling, was chosen to be representative of the target population [35]. A convenience sampling method was used to 

generate a potential hypothesis for each case in the population [35]. Finally, 532 responses were collected. 

 

B. Data Collection  

Data collection is a significant research portion. Thus, an online questionnaire was used to collect data related to human 

behavior and some biometrics that would increase the likelihood of developing T2D among adults in Saudi Arabia. The 

questionnaire is a research instrument that aims to collect data from target respondents using ethical approval standards 

to test chosen hypotheses. The questions asked in the questionnaire to collect data were validated and supported by 

studies. Social media platforms were utilized to collect data to reach the largest possible sample through an online 

Microsoft Forms questionnaire. The questionnaire contains 26 questions that were categorized into 4 demographic 

questions, 7 multiple-choice questions, 13 closed-ended questions, and 2 open-ended questions. The questionnaire 

consists of three main sections. 

 

The collected data were analyzed by using Microsoft Excel to be ready to fit into the machine learning model. Different 

descriptive and inferential statistical tech-niques were applied, including the average mean, median, mode, and standard 

deviation that were used in descriptive statistics to provide potential relationships between variables and basic features 

of variables in the data, while ANOVA tests was used in inferential statistics to explore the relationship strength between 

selected variables. After comparing several machine learning models in this field as shown in table 1 previously, an 

intelligent model was developed to predict the likelihood of developing type 2 diabetes through analyzing human 

behaviors and biometrics by using machine learning platform.  A machine learning model was developed by Python 

using google colab. Different supervised machine learning algorithms were applied to prediction process, such as Support 

Vector Machine, Logistic Regression, K-Nearest Neighbor Algorithm, Decision Tree algorithm, and Random Forest 

classification. 

 

IV. RESULT AND ANALYSIS 

A. Demographics 

This section of the questionnaire sought to collect demographic data on the research sample to obtain a clear background 

on the participants' gender, age, weight, and height. In addition, this stage aims to explore the BMI by manually 

calculating the height and weight. 

 

TABLE 1 Demographics information 

 

Classification 
Frequency (N=532) 

n % 

                                                  Gender 

Female 377 71% 

Male 155 29% 

                                                Age Group 

18-30 212 40% 

31-40 147 28% 

41-50 114 21% 

51-60 50 9% 

>60 9 2% 

                                                 Weight (kg) 

<=40 11 2% 

41-50 63 12% 

51-60 116 22% 

61-70 

71-80 

81-90 

91-100 

>100 

114 

96 

71 

35 

26 

21% 

18% 

13% 

7% 

5% 

                                                Height (cm) 
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<=150 44 8% 

151-160 219 41% 

161-170 186 35% 

171-180 67 13% 

181-190 16 3% 
 

The presented data above in Table 1 presents the demographic information of the 532 responses. All responses were from 

Saudi Arabia. This study collected data based on gender, age groups, and BMI that was manually inferred according to 

weight and height. In addition, some other behaviors and biometrics were collected, which are discussed in detail in the 

next sections. According to their age, the participants were organized to be classified into five age groups. Participants 

of the age group from 18 to 30 were clearly dominating the sample with 212 (40%) participations, followed by the 31 to 

40 and 41 to 50 groups with 147 (28%) and 114 (21%), respectively. On the other hand, the remaining groups were 

minority groups with 51 to 60 and more than 60 with 50 (9%) and 5 (2%) participations, respectively. 
 

Regarding participants’ weight, the study was organized to be classified into eight groups: more than or equal to 40, 41 

to 50, 51 to 60, 61 to 70, 71 to 80, 81 to 90, 91 to 100, and heavier than 100 kilograms. As shown in table 1, the 51 to 60, 

61 to 70, and 71 to 80 groups were the majority with 116 (22%), 114 (21%), and 96 (18%), respectively, followed by the 

81 to 90 and 41 to 50 groups with 71 (13%) and 63 (12%), respectively. The other groups, 91 to 100, more than 100, and 

more than or equal to 40, were partially close to each other by 35 (7%), 26 (5%), and 11 (2%). 
 

Also, the height was organized to be classified into five groups: less than or equal to 150, 151 to 160, 161 to 170, 171 to 

180, and 181 to 190 centimeters. As presented in Table 1, the 151–160 group was the highest at 219 (41%), followed by 

the 161–170 group at 186 (35%). The remaining groups were relatively close, except for the 181–190 group, which was 

the minority at 16 (3%). 
 

TABLE 2 The average mean and standard deviation 
 

 

 

 

 

 

 

 

 

 
 

Table 2 shown above also presents a parental diabetes history was with means and standard deviations of 0.64 and 0.47, 

respectively. The Physical exercises was with means and standard deviations of 0.61 and 0.48, respectively. While the 

anxiety-management was with means and standard deviations of 0.76 and 0.42.The sleep duration was with means and 

standard deviations of 0.55 and 0.47. In addition to, smoking was with means and standard deviations of 0.13 and 0.34, 

respectively. Furthermore, the stress was with means and standard deviations of 1.14 and 0.80. 

 

The collected data was organized and classified into four ranges of BMI, as presented in Table 3. In Table 3 below, there 

are four ranges of BMI: underweight, normal, overweight, and obesity. If the BMI is less than 18.5 kilograms, it is 

considered underweight. If the BMI is between 18.5 and 24.9 kilograms, it is considered to be in the normal weight range. 

If the BMI is between 25 and 29.9 kilograms, it is considered overweight. If the BMI is between 30 kilograms and higher, 

it is considered to be in the obesity range. The weight of 51.7 kilograms, was highly dominant compared with other 

ranges, which is within the status of obesity and clearly increases the likelihood of developing type 2 diabetes, as proven 

in previous studies [36]–[38], followed by the majority of values that were more or less close to each other and within 

the status of normal, overweight, or obesity.  

 

TABLE 3 Range of BMI 

 

 
 

 

 

 

 

Variables Mean Median Mode Std 

Parental diabetes history 0.64 1.0 0 0.47 

Physical exercises 0.61 1.0 1.0 0.48 

Anxiety-management 0.76 1.0 1.0 0.42 

Sleep duration 0.55 0 0 0.47 

Smoking 0.13 0 0 0.34 

Stress 1.14 1.0 2.0 0.80 

Status Range of BMI values (Kg) 

Underweight <= 18.5 

Normal <=24.9 

Overweight <+29.9 

Obesity >=30 
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B. Medical Records  

Discovering the medical history of participants was the second stage of the questionnaire, which focused on exploring 

the status of most chronic diseases, especially type 2 diabetes. Most of the respondents 388 participants (73%) did not 

suffer from any chronic disease. On the other hand, 144 participants (27%) in the group who suffered from a chronic 

disease were asked to specify it. Followed by the other group of participants who suffered from more than one chronic 

disease, such as arthritis, thyroid disease, cholesterol, immune thrombocytopenia, and others. 

 

C. Behaviors  

Behavioral analysis was the third stage of the questionnaire, which aimed to capture common behaviors that would 

contribute to increasing or decreasing the likelihood of developing type 2 diabetes. This section focused on physical 

exercises, duration and quality of sleep, anxiety, stress, mood swings, smoking, eating unhealthy food, drinking water, 

pressures, anger, and depression, as the literature highlights their possible effect on developing type 2 diabetes. 

Participants were asked during this section of the questionnaire whether they did some or all of the specific behaviors 

and noticed any changes. More than half of the sample were doing their physical exercise, with 327 participants (61%), 

while 205 participants (39%) didn't do exercise anyway. The frequency of physical exercise among participants. In a 

relatively large sample, 189 (42%) preferred to do physical exercise rarely, 111 of participants (24%) would rather do 

physical exercise 3-5 times a week, and 100 of participants (22%) did physical exercise once a week. While 54 of the 

participants (12%) did daily physical exercise. This finding indicates that the majority of participants have sufficient 

awareness of the importance of physical exercise, which contributes to the prevention of diseases such as diabetes, heart 

disease, and others. 

 

The following subsections discuss the findings of the explored behaviors. 

 

Anxiety-management 

The study participants were asked when they felt anxious about something and felt physically tired or lethargic. 406 

participants (76%) actually feel lethargic and tired when anxious, while 126 participants (24%) do not have these 

symptoms. 

 

Sleep Disorder and Duration 

Suffering from sleep disorders was taken into consideration among the behaviors that increase the likelihood of 

developing T2D. More than half of the sample's 325 participants (61%) suffered from sleep disturbances, whereas 207 

participants (39%) did not suffer from sleep disorders. After that, they were asked in detail regarding their sleep duration. 

The sample was divided into three groups, which are less than 6 hours, 6 to 8 hours, and more than 8 hours. The 6 to 8 

hours group was the top with 291 participants (55%), followed by the less than 6 hours group with 187 participants (35%), 

and then the more than 8 hours group was the lowest with 57 participants (10%). Furthermore, the participants were 

asked, based on the number of hours they slept, whether they felt lethargic and physically tired when they did some 

simple tasks the next day. The majority of the sample said "yes" with 342 participants (64%), unlike 190 participants 

(36%), who said "no.". 

 

Mood Swing 

Coupled with these behaviors are the mood swings. When the participants were asked whether they have rapid and severe 

mood swings, the highest rate of participants (360, or 68%) said "yes,", while 172, or 32%) said "no.".  

 

 Smoking 

In addition to smoking, the results of the collected data were relatively positive: only 71 participants (13%) were smokers, 

the number of smoking times of the participants who smoke daily was 58 (64%), followed by the participants who smoke 

3 to 5 times a week: 7 participants (8%), who smoke once a week: 22 participants (24%), and who smoke twice a week: 

4 participants (4%). 

 

Unhealthy Diet 

An unhealthy diet was among the behaviors that were focused on. Asked whether they followed an unhealthy diet, the 

participants were mostly balanced: 270 participants (51%) said "yes" and 262 participants (49%) said "No". Also, the 

participants were asked about the rate of their unhealthy food intake. Participants who eat unhealthy food once a week 

were the highest of the sample with 188 participants (35%), followed by those who eat unhealthy food 3 to 5 times a 

week with 142 participants (27%). Then, those who eat unhealthy food on a daily basis had 96 participants (18%), while 

those who eat unhealthy food once a month came in second with 65 participants (12%), and the lowest were those who 

do not eat unhealthy food with 41 participants (8%). 
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Drinking Water 

Besides this, the participants were asked regarding about rate of drink water, the water drinking rate of the majority was 

less than 8 glasses of water with 418 participants (79%), while the rest of sample 114 participants (21%) were drink 8 or 

more glasses of water.  

 

Stress 

According to the literature, work pressure is one of the behaviors that could have a negative impact and lead to type 2 

diabetes [43]. Participants were asked whether they faced pressure in their work. A large group of the participants, with 

215 (40%) did not work anyway, followed by the group of participants with 177 (33%) who faced pressure, and the last 

group of participants with 140 (26%) did not face any pressure.  

 

As well as that depression, where the participants were asked whether they suffer from it, the result was positive: the 

majority of 407 participants (77%) do not suffer, while the minority of 125 participants (23%) do. 

 

D.  ANOVA Test 

ANOVA is an abbreviation for "analysis of variance," and it is a statistical technique used for testing whether the model 

is significant or not. 
 

TABLE 4 Regression output and confidence interval 
 

Variables coefficients 
std. 

error 
t (df=525) p-value 

95% 

lower 

95% 

upper 

Intercept 31.2203      

Parental diabetes history 0.9045 0.5359 1.688 0.0920 -0.1482 1.9572 

Physical exercises -1.0926 0.5274 -2.072 0.0388 -2.1288 -0.0565 

Anxiety management 0.0503 0.6008 0.084 0.9333 -1.1300 1.2306 

Sleep duration -1.5674 0.4111 -3.812 0.0002 -2.3751 -0.7597 

Smoking -0.2120 0.7561 -0.280 0.7793 -1.6974 1.2734 

Stress -0.7446 0.3194 -2.331 0.0201 -1.3721 -0.1171 

 

From table 4, there is no statistically significant effect of parental diabetes history on BMI (P = 0.0920); it is more than α 

= 0.05. 

 

There is a statistically significant effect of physical exercise on BMI where P = 0.0388 is less than α = 0.05 and looking 

at the value of the coefficient = -1.0926, the greater the physical exercise by 1 unit, the more BMI decreases by 1.0926. 

 

There is a statistically significant effect of sleep duration on BMI, where P = 0.0002 is less than α = 0.05 and looking at 

the value of the coefficient = -1.5674, the greater the sleep duration by 1 unit, the more BMI decreases by 1.5674. 

 

There is a statistically significant effect of stress on BMI, where P = 0.0201 is less than α = 0.05 and looking at the value 

of the coefficient = -0.7446, the greater the stress by 1 unit, the more BMI decreases by 0.7446. 

 

There is no statistically significant effect of Anxiety management on BMI, P = 0.933,  it is more than α = 0.05. Also, there 

is no statistically significant effect of  Smoking on BMI,  P = 0.7793, it is more than α = 0.05. 

 

E.  Evaluation metrics 

Table 5 depicts different evaluation metrics, which are accuracy, recall, and precision. On the other hand, K-Nearest 

Neighbor, Decision Tree, and Random Forest were moderately precise, scoring 1.0 compared with Support Vector 

Machine and Logistic Regression.  

 

The statistics computed for the evaluation metrics of the recall score presented comparable trends. For the recall, the 

values inferred were 0.97, 0.93, 0.86, 0.74, and 0.71 for Random Forest, Decision Tree, K-Nearest Neighbor, Support 

Vector Machine, and Logistic Regression, respectively. As shown in Table 5, all algorithms show considerable 

performance. 
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TABLE 5 Evaluation metrics 

 
 

 

 

 

 

 

 

 

 
 

Figure 2 presents the performance of the ML algorithms applied in this research in a chart. Using evaluation criteria, 

namely accuracy, precision, and recall, one chart has been created to facilitate the comparison between the five models; 

thus, the performance of algorithms from the highest to the lowest is RF, DT, KNN, SVM, and LR. It was observed that 

the Random Forest algorithm performs highly accurate behavioral prediction with 98% accuracy compared with other 

algorithms. Followed by the decision tree and K-nearest neighbor by 96% and 92%, respectively. While the support 

vector machine and logistic regression achieved 85% and 82%, respectively. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Performance of all ML algorithms 

 

V.   DISSCUSION 

 

The findings clearly present the presence of a U-shaped association between parental diabetes history, practicing wrong 

behaviors such as eating unhealthy food or sleeping a few hours, feeling anxious and developing the likelihood of T2D. 

Thus, the observed association between these behaviors and the likelihood of T2D may contributes to early prediction. 

Based on the regression output and confidence interval of variables that were applied in the ANOVA, there is no 

statistically significant effect of parental diabetes history, anxiety management, or smoking on BMI. But there is a 

statistically significant effect of physical exercise, sleep duration, and stress on BMI. 
 

Based on the regression output and confidence interval of variables that were applied in the ANOVA, there is no 

statistically significant effect of parental diabetes history, anxiety management, or smoking on BMI. But there is a 

statistically significant effect of physical exercise, sleep duration, and stress on BMI. 
 

By considering the significance level at alpha = 0.05, if the significant value in the ANOVA table (P-value) is less than 

0.05, it can be said that the model is significant, while if it is higher than 0.05, it can be said that the model is not 

significant. 
 

Thus, there is a statistically significant effect of physical exercise on BMI where P = 0.0388 is less than α = 0.05. where 

more than half of the sample were doing their physical exercise, with 327 participants (61%). Thus, they have a lower 

likelihood of T2D based on [39], [40]. It is indicated that this hypothesis is an alternative hypothesis and has been 

accepted. 

Classifier Accuracy Precision Recall 

Support Vector Machine (SVM) 0.85 0.98 0.74 

Logistic Regression (LR) 0.82 0.90 0.71 

K-Nearest Neighbour (KNN) 0.92 1.00 0.86 

Decision Tree (DT) 0.96 1.00 0.93 

Random Forest (RF) 0.98 1.00 0.97 
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H1-1: "Physical exercises decreased the likelihood of the incidence of type 2 diabetes (T2D)". 

On the other hand, there is no statistically significant effect of parental diabetes history on BMI (P = 0.0920), which is 

more than α = 0.05. It is indicated that this hypothesis is a null hypothesis and should be rejected. 

 

H2-0 : "Parental diabetes history increases the likelihood of the incidence of type 2 diabetes (T2D)". 

Also, there is no statistically significant effect of anxiety management on BMI (P = 0.933), which is more than α = 0.05. 

This means this hypothesis is a null hypothesis. 

 

H3-0 : "Anxiety management contributes to decreasing the likelihood of type 2 diabetes (T2D)". 

There is a statistically significant effect of sleep duration on BMI, where P = 0.0002 is less than  α = 0.05. In this aspect, 

the sample was divided into three groups, which are less than 6 hours, 6 to 8 hours, and more than 8 hours. The 6 to 8 

hours group was the top with 291 participants (55%), followed by the less than 6 hours group with 187 participants (35%), 

and the more than 8 hours group was the lowest with 57 participants (10%).  

 

In addition, the participants were asked, based on the number of hours they slept, whether they felt lethargic and 

physically tired when they did some simple tasks the next day. The majority of the sample said "yes," with 342 

participants (64%). This indicates a relationship between sleep duration and the likelihood of the incidence of type 2 

diabetes based on [41], [42]. This indicates that this hypothesis is an alternative hypothesis. 

 

H4-1 : "Having a sufficient sleep duration would minimize the likelihood of the incidence of type 2 diabetes (T2D)". 

And there is no statistically significant effect of smoking on BMI, P = 0.7793; it is more than  α = 0.05, which leads to a 

null hypothesis being rejected. 

 

H5-0 : "Smoking contributes to increasing the likelihood of type 2 diabetes (T2D)".  

There is a statistically significant effect of Stress on BMI, where P= 0.0201 is less than α = 0.05. So, according to the 

literature, work pressure is one of behaviors what could bring negative impact and would lead to type 2 diabetes [43]. 

Participants were asked whether they faced pressures in their work. A large group of the participants with 215 (40%) did 

not work anyway, followed by the group of participants with 177 (33%) they face a pressure, and the last group of 

participants with 140 (26%) did not face any pressure. Which indicates a relationship between Stress and the likelihood 

of T2D. that means this hypothesis is an alternative hypothesis. 

 

H6-1 : "Stress contributes to increasing the likelihood of type 2 diabetes (T2D)". 

 

VI. CONCLOSION AND FUTURE WORK 

 

This study addresses the problem of the prevalence of type 2 diabetes among adults in Saudi Arabia. Therefore, one of 

the main contributions of our work was to build an intelligent model that predicts the likelihood of developing T2D by 

analyzing the behaviors and biometrics of the individual for use in medical practice.  

 

A discussion on different aspects of diabetes causes, and some medical, behavioral, and computing efforts to control it 

was provided. An approach based on five supervised machine learning algorithms, which are Support Vector Machine, 

Logistic Regression, K-Nearest Neighbour, Decision Tree, and Random Forest, was introduced to provide prediction of 

the likelihood of developing type 2 diabetes among adults based on the given information (behaviors and biometrics).  

 

Thus, the random forest algorithm outperformed in perform highly accurate behavioral prediction with 98%. Finally, 

ANOVA was conducted to measure the relationship between the selected factors. 

 

The following ideas can be tested: 
 

It would be interesting to consider more factors in the model with different concerns, such as environmental factors that 

may increase the likelihood of developing T2D. This idea would, for instance, aid in deep prediction through the use of 

factors related to this disease, whose effect is stronger and clearer on human health; thus, prediction will be more accurate.  

 

It is tempting to choose optimization algorithms (e.g., gradient descent or stochastic gradient descent) to optimize the 

performance of a model. It would also be important to conduct the study on a larger sample thus, its help researchers to 

detect the outliers in data and provide less margins of error. 
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