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Abstract: Hate crimes on social media platforms pose significant challenges in maintaining a safe and inclusive online 

environment. This research paper proposes a machine learning approach to detect and mitigate hate crimes on Facebook. 

By leveraging advanced natural language processing techniques and deep learning algorithms, the study aims to develop 

an automated system that can effectively identify and address hate speech, discriminatory content, and harmful activities 

on the platform.  

 

The research highlights the importance of proactive measures in combating hate crimes, protecting user well-being, and 

fostering a positive online community. 
 

I. INTRODUCTION 
 

The proliferation of social media has created an environment in which people around the world can easily communicate, 

exchange information, and do business. According to stat counter global status data from April 2021 to April 2022, there 

are now 6.35 million social media users in Ethiopia; Facebook is the most widely used social media site by most of the 

community members in Ethiopia, accounting for 64.72% of social media usage. Even though Amharic writing can be 

written using the Latin alphabet, Ethiopian Facebook users like to utilize Geez scripts to share more important topics and 

to communicate through comments and posts.  

 

Addressing the issue of hate crimes on Facebook requires effective detection and prevention mechanisms to ensure a safe 

and inclusive online environment. In this context, machine learning (ML) technologies offer a promising approach to 

automatically identify and classify hate speech, enabling timely interventions and the promotion of counter-narratives.  

 

The focus of this research paper is to propose an ML-based approach for the detection of hate crimes on Facebook.  The 

findings of this study have implications for the development of automated hate speech detection systems, which can aid 

platform administrators, policymakers, and law enforcement agencies in effectively combating hate crimes, promoting 

tolerance, and safeguarding the well-being of online communities. 

 

The subsequent sections of this research paper present a comprehensive review of related work, describe the methodology 

employed for data collection and pre-processing, detail the proposed ML-based hate speech detection model, present 

experimental results and analysis, discuss the ethical considerations and limitations, and outline potential avenues for 

future research and enhancements in hate crimes detection on Facebook using ML technologies. 

 

II. LITERATURE REVIEW 

 

In the last few years social media platform increases dramatically and social media user also increased. This leads to 

increase data volume produce by social media, as well as haters that posts regularly hate speeches and comments.[8] The 

automatic hate speech detection and offensive behavior spread on social media especially on Facebook are gaining a lot 

of attention [1]. 

 

 Currently, Facebook has over 3.96 billion users in the world and more than 21.14 million users in Ethiopia [8]. The users 

are increasing from time to time since social media platforms supports any language in the world and, anyone can spread 

message on social media with any language [6]. Therefore, social media is used as a means of communication that allows 

to join and to transfer message from corner to corner of the world with less cost and moderate quality. Facebook defines 

hate speeches uses as a rule for detect hate speeches [1]. However, they didn’t strictly work and applied on it and the 

effect of hate speech is beyond the definition [5]. 
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III. METHODOLOGY 
 

In this paper, a method to detect cyberbullying on social media is proposed that is not just based on the sentimental 

analysis but also considers the syntactic, semantic, and sarcastic nature of the sentence before classifying it as hate speech.  

To achieve our goal we start with the traditional sentiment analysis where we perform contextual mining of text to identify 

and extract the subjective information in the source material to understand the opinion, emotion, or attitude towards the 

topic.  

 

The entire process for cyberbullying detection and identification could be achieved by using the five stages of 

architecture, as revealed in Figure 3. The stages are data gathering, data splitting, feature extraction and identification 

and classification. 

 

• An Architectural Model for Hate Crime Detection 

The proposed method involves the classification of Facebook comments or posts into two categories: cyberbullying and 

non-cyberbullying. The implementation of the Cyberbullying Identification and Detection System on Facebook relies on 

a system that utilizes features derived from a sample of the Facebook dataset. This is achieved through the application of 

machine learning algorithms and Python libraries and code. 

 

• Data Gathering  

The data gathering process involved utilizing a Facebook comments dataset obtained from Kaggle. Kaggle is a popular 

web platform hosting a large community of data scientists. The dataset used in this research consists of over 41,145 

labeled Facebook comments, provided in the form of text documents for each comment. These comments were sourced 

from publicly available content on Facebook. 

 

 
 

(Fig.1 Sample Dataset) 

 

• Data Splitting/Features of extraction 

Once the dataset was obtained, the data splitting and feature extraction phase took place. Algorithms and libraries were 

employed to split and extract the data from the Facebook comments dataset stored in a CSV file. The process involved 

considering each unique word in the document and counting its occurrences in the CSV file, where each row represented 
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a comment. The resulting features were organized in a well-arranged format, representing the unique words in the entire 

document and the corresponding frequency of their occurrence. 

 

• Identification and Classification 

After the extraction using algorithms and libraries it identifies of hate word and comments. And that comments are 

classified using number of times the word occurs in comments and save those hate comments into another CSV file.  

 

 
 

(Fig.2 Classified dataset) 

 

1. Architecture Model  

 
 

(Fig.3 Architecture Model) 
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2. Sample of Dataset 

 

 

 
 

(Fig.4 Sample Dataset) 

 

IV. RESULTS AND EVALUATION 

 

The obtained results proved to be promising, efficient, and dependable. Four evaluation metrics were utilized for this 

purpose. Specifically, we examined the feature associated with the word count, and it was observed that instances of 

cyberbullying exhibited a significantly higher number of words. By leveraging these algorithms, we successfully detected 

and identified hateful words in a timely and effective manner." 

 

V. CONCLUSION 

 

Cyberbullying is becoming a thing of great concern in the cyberspace. This development has undoubtedly created an 

avenue to some internet users to intimidate and make mean and nasty comments, post derogative messages aimed at 

downgrading and also to belittle internet users. An approach is proposed for detecting and preventing cyberbullying using 

Machine Learning algorithms. Our model is evaluated for feature extraction, used the Frequency word dictionary. As the 

results show us that for detecting cyberbullying content and comments.    

  

This work offers a significant advantage by enabling the generation of cyberbullying reports for internet users, once 

relevant features have been identified. It empowers users by providing complete protection against any comments flagged 

as instances of cyberbullying.  

 

This approach serves as a dependable method for detecting cyberbullying activities on Facebook, as the detection process 

can identify the presence of cyberbullying terms, classify them appropriately, and automatically recognize potential risks. 

It supplies reliable information to internet users and raises awareness, thereby equipping them with the knowledge to 

avoid becoming victims of cyberbullying. 
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