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Abstract: Machine learning is a powerful modelling approach that has applications in multiple industries. Advanced data 

analysis techniques, such as data mining, which place an emphasis on exploration and the creation of new insights, are 

becoming more and more effective tools for analysing the performance data of elite athletes and assisting in the crucial 

decision-making that is necessary to succeed. The aim is to enhance the precision of marathon running time prediction 

by leveraging data mining domains and machine learning. We introduce a model that utilizes performance analysis 

through data mining methods and employs regression techniques such as Linear Regression, Random Forest, K-nearest 

Neighbor, Support Vector Regression, and Decision Tree. 
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I. INTRODUCTION 

 

As far as we are aware, the phrase "exercise snacks" was introduced by Dr. Howard Hartley in a 2007 article published 

in a weekly news magazine (https://www.newsweek.com/exercise-snack-plan-96095) [1]. 
 

Exercise is physical activity that is done in order to become healthier and stronger. It can take many forms, including 

aerobic activities like running or cycling, strength training with weights, or flexibility exercises like yoga or Pilates. 

Exercise is important for maintaining good health, as it can help to reduce the risk of numerous health problems, including 

heart disease, obesity, type 2 diabetes, and certain types of cancer. It can also improve mood, increase energy levels, and 

improve sleep quality. It is recommended that adults get at least 150 minutes of moderate-intensity exercise or 75 minutes 

of vigorous-intensity exercise each week, along with muscle-strengthening activities on at least two days per week. One 

of the most well-liked forms of exercise worldwide is running. The marathon is a highly recognized long-distance race 

that has seen a rise in participation across all ages and genders, making it one of the most symbolically significant events 

globally [2, 3]. For example, the TCS New York City Marathon, which is sponsored by Tata Consultancy Services and 

organized by New York Road Runners (NYRR), is the leading event in the world and the largest marathon in existence. 

Since its inception in 1970, over 1.2 million individuals have completed the race [3]. 
 

Machine learning is a potent modelling technique that can be used in a variety of fields such as education, sports, health, 

finance, transportation, marketing, computer, security, robotics etc [4]. 
 

Healthcare: Predictive analysis of patient data, medical imaging analysis, drug discovery Finance: Fraud detection, stock 

market predictions, loan approval predictions 
 

Retail: Customer behaviour prediction, product recommendation Transportation: Traffic prediction, autonomous vehicles 
 

Marketing: Predictive analysis of customer buying behaviour, target advertising  
 

Natural Language Processing: Sentiment analysis, language translation, chatbots Computer Vision: Image and video 

analysis, object recognition 
 

Robotics: Manipulation and control of robots, autonomous navigation 
 

Education: Adaptive learning systems, student performance predictions Security: Network intrusion detection, facial 

recognition. 

These are just a few examples; machine learning is rapidly being adopted by many industries for various purposes. 

For performance outcomes in sports, strategic decisions are essential [5]. For that Data mining, a subfield of computer 

science and artificial intelligence is one such cutting-edge technology. Sports data analysis techniques can be used to 

examine sports performance data like running performance [6]. 
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Machine learning can be used to predict the performance of runners in a variety of ways. For example: 

 

1. Training performance prediction: Machine learning algorithms can analyse a runner's training data, such as 

pace, distance, and heart rate, to predict future performance and make recommendations for improvement. 

2. Race performance prediction: Machine learning can also be used to predict a runner's performance in a 

specific race based on factors such as their past race times, weather conditions, and course difficulty. 

3. Injury prediction: Machine learning can be used to analyse a runner's training data and identify factors that 

increase the risk of injury, allowing for proactive measures to be taken to prevent injury. 
 

However, it's important to note that machine learning predictions are only as accurate as the data they are trained on. 

Therefore, the quality and quantity of data used to train the algorithms are critical for accurate performance predictions. 

This article focuses on the analysis of   marathon-running   performance   data   using   data   mining   techniques. We 

discuss various regression methods to improve running time accuracy. To accomplish our objectives, we thoroughly 

reviewed data mining techniques and sports performance analysis in our earlier papers. We will specifically explain what 

data mining is, what data mining techniques are available, and how these methods can be effectively used in running 

performance time. In our previous publication, we delved into the basics of data analysis; the primary focus of our 

previous paper was on uncovering valuable insights from historical data, including definitions and explanations of pre-

processing, dataset division, dimensionality reduction, and feature significance. 

 

II. METHODOLOGY 

 

Here are some of the commonly used regression algorithms in machine learning for predicting the performance of 

runners: 
 

Table 1: Machine learning regression algorithm 

 

Regression Algorithm Description 

Simple Linear Regression A basic regression algorithm that models the relationship between one dependent 

and one independent variable. 

Multiple Linear Regression Extension of simple linear regression, which models the relationship between a 

dependent variable and multiple independent variables. 

Polynomial Regression A regression algorithm that models the relationship between a dependent variable 

and an independent variable by fitting a polynomial equation to the data. 

Support Vector Regression (SVR) A regression algorithm that uses support vectors to model the relationship between 

a dependent variable and independent variables. 

Decision Tree Regression A regression algorithm that builds a tree-based model to predict the outcome 

based on the input variables. 

Random Forest Regression An ensemble algorithm that uses multiple decision trees to make predictions. 

Gradient Boosting Regression An ensemble algorithm that builds multiple simple models to make predictions. 

 

 
Fig. 1 Working model 
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The flowchart in Figure 1 illustrates the research methodology employed in this study. The primary goal of the machine 

learning models is to develop accurate models that can provide precise results for athlete running performance. Data 

cleaning is a step in the data processing process that removes invalid and irrelevant data. Collecting and getting ready the 

data for ML algorithms is the first step. Data reduction, cleansing, normalisation, and feature engineering are examples 

of discrete tasks that fall under the category of data preparation. In this study, data reduction refers to using a subset of 

the dataset instead of the entire dataset. Sampling and filtering are two of the most popular methods for reducing data. 

Data cleaning is a step in the data processing process that removes invalid and irrelevant data. Additionally, we 

standardised or normalised the variety of data features. The feature engineering step comes after the pre-processing step, 

where we take the raw features and turn them into some new features that we think might be useful for the predictive 

power. In addition, one-hot encoding is used in this step to encode categorical data so that it can be fed into machine 

learning algorithms. The data is then fed to various ML models. Decision Tree, Random Forest, Logistic Regression, 

Support Vector Regression, and K-Nearest Neighbor are some of the algorithms used. Since these models function as a 

"black box," no additional information about how to construct them is needed. Below define algorithm for performance 

prediction of athletes. 

 

Algorithm 1 Implementation of prediction Model using ML 

 

Input: 𝐿𝑖𝑠𝑡𝑀𝐿 of models (DT, RF, NB, LR, SVR, KNN) & raw dataset Output: Best model along performance and 

optimal architecture 

 

1: Call PreProcessing 

2: for every model in the 𝐿𝑖𝑠𝑡𝑀𝐿 do 

3: Call ListML model one by one𝖺 Calculate Accuracy(Acc), Model 

 4: if ListML(i).Acc larger than ListML(i+1).Acc then 

5: select best ListML(i).Acc model, 

6: Calculate Runners_perofmance 

7: end if 

8: end for 

9: Return FinalModel, Runners_perofmance, Final.Acc 

 

In this algorithm study, we compare the various ML models to find the model with the best performance. Pick the ultim 

ate best model, and then forecast the runner's performance. To check the accuracy of model first understands Performance 

metrics. 

 

Performance metrics (error measurements) are critical components of several evaluation frameworks. A performance 

metric is a logical and mathematical construct that measures how close actual outcomes are to what was expected or 

forecasted. Root Mean Squared Error (RMSE) is a popular alternative to Mean Absolute Error (MAE) [7]. 

 

Performance metrics are used in machine learning regression studies to compare trained model predictions to actual 

(observed) data from the testing data set. The outcomes of these comparisons can have a direct impact on the decision- 

making process for picking the types of machine learning algorithms to use. 

In the following sections, we describe and explore numerous metrics that may be used to calculate the prediction error of 

such a model [8]. 

 

Mean Absolute Error(MAE) is one of the simplest metrics, which measures the absolute difference between actual and 

predicted values, where absolute means taking a number as Positive. To understand MAE, let's take an example of Linear 

Regression, where the model draws a best fit line between dependent and independent variables. To measure the MAE or 

error in prediction, we need to calculate the difference between actual values and predicted values. But in order to find 

the absolute error for the complete dataset, we need to find the mean absolute of the complete dataset. The below formula 

is used to calculate  
                                                                1   N 

MAE = 
N 

∑ |Y − Y′| 

                                                                                                i=1 

 

Here, Y is the Actual outcome, Y' is the predicted outcome, and N is the total number of data points [9]. 

 

The Mean Squared Error (MSE) is a prominent regression-related statistic that measures the average squared difference 
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2 ( 2) 

between predicted and actual values. It accepts positive or negative values and is denoted by 

 

                                                                                   1    N 

                                                                               MSE =   ∑ (Y − Y′)2 
                                                                                                                 N    i=1 
 

 Here, Y is the Actual outcome, Y' is the predicted outcome, and N is the total number of data points [9]. 

 

R squared error is also known as the Coefficient of Determination, which is another useful statistic for evaluating 

Regression models. The R-squared measure allows us to compare our model's performance to that of a constant baseline. 

To get the constant baseline, we must take the mean of the data and draw a line through it. The R squared score will 

always be less than or equal to 1 without concerning if the values are too large or small. 

 

                                                                             R2 = 1 −  
MSE(model) 

                     MSE(baseline) 

 

To avoid the problem of R square, adjusted R squared is employed, which always returns a lower number than R2. This 

is due to the fact that it adjusts the values of growing predictors and only indicates progress when there is a genuine 

improvement. The adjusted R squared may be calculated as follows 

 

   n − 1  

R   = 1 − [(n − k − 1) ∗  1 − R  ] 
                                                                                                              a  

Here, n is the number of observations, k denotes the number of independent variables and Ra2 denotes the adjusted R2 

[9]. 

 

The Root Mean Squared Error (RMSE) is another often used measure of the discrepancies between expected values 

(sample or population values) and actual values. It is equal to the square root of MSE. RMSE, as contrast to MSE, gives 

an error measure in the same unit as the target variable. It is supplied by and accepts values in the range [0, +∞] [9]. 

 

                   

RMSE = √MSE = √ 
1 ∑(Y − Y′)2 

                          N  i=1 

 

The range of values for MAE, MSE, RMSE, R2 depends on the scale and range of the target variable. If the target variable 

is on a small range (e.g., 0 to 1), an RMSE value of 0 to 0.1 might be considered great, 0.1 to 0.2 as good, and values 

over 0.2 may imply a bigger prediction error relative to the variable's scale. For a target variable on a broader scale (e.g., 

0 to 1000), an RMSE number less than 10 may be deemed excellent, 10 to 50 as good, and values greater than 50 may 

suggest a significant prediction error relative to the variable's scale [10].We are currently focused on basic machine 

learning algorithms, ensemble approaches, and hyper parameter tuning strategies for our research study after 

understanding the above performance assessment. 

 

 

 

Simple Machine Learning 

• Linear Regression(LR) 

• Random forest(RF) 

• K-Nearest Neighbors(KNN) 

• Support Vector Regression(SVR) 

• Decision tree(DT) 

 

 

Fig. 2 Machine learning algorithm approach. 

 

Linear Regression Algorithm 

Regression is a supervised learning strategy. It may be used to model and predict continuous variables. 

N
 

N

N 
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This method has frequently been applied to numerous correlational researchers. Finding the best-fitted line between the 

independent variables (the cause or features) and the dependent variables, sometimes referred to as the "least squares 

regression line," in linear regression models enables us to determine the target variable (the effect or target). This method's 

ultimate objective is to fit a straight line to the given data set. 

 

Linear regression has the benefit of being simple to grasp and straightforward to avoid overfitting through regularisation. 

Linear regression has the disadvantage of being unsuitable for dealing with non-linear connections. It is difficult to 

manage complicated patterns [11]. 

 

Accuracy 

 

Actual and Predicted value 

 

 

Fig. 3 Outcome of Linear regression. 

 

Model Performance Evaluation 

 

Support Vector Regression (SVR) 

The goal of SVR is to create a model that can accurately predict continuous output values based on a set of input features. 

It does this by finding a hyperplane in a high-dimensional space that maximally separates the output values from the 

input data points. This hyperplane is then used to make predictions for new input data. 

 

In SVR, the choice of the kernel function is very important because it determines the shape of the hyperplane that is used 

to make predictions. Some common kernel functions used in SVR include linear, polynomial, radial basis function (RBF), 

and sigmoid. 

 

SVR has several advantages over other regression algorithms. It works well with high-dimensional data and outliers, and 

it is less prone to overfitting. However, it can be computationally expensive for large datasets and requires careful 

selection of hyperparameters [12]. 

 

Accuracy 

 

 

Actual and Predicted value 
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Fig. 4 Outcome of Support vector regression. 

 

Model Performance Evaluation 

 

Random Forest Regression 

For group learning, Random Forest employs a network of decision trees. This method frequently uses the bootstrap 

technique to create the randomly generated data sets that may later be utilised to train the ensemble of decision trees. 

 

It does this by constructing a large number of decision trees and then combining their predictions to create a more 

accurate and robust model. In Random Forest regression, each decision tree is constructed using a random subset of 

the input features and a random subset of the training data. This helps to reduce overfitting and increase the generalization 

ability of the model. The final prediction is then made by averaging the predictions of all the decision trees. 

 

Random Forest regression has several advantages over other regression algorithms. It is effective in handling data with 

high dimensionality and outliers, and it can capture non-linear relationships between the input features and output values. 

It is also less prone to overfitting than other regression algorithms, and it can provide estimates of the importance of each 

input feature. However, for big datasets, Random Forest regression may be computationally costly, and it necessitates 

careful selection of hyperparameters such as the number of decision trees and the maximum depth of each tree [13]. 

Accuracy 

 

Actual and Predicted value 

 

  
Fig. 5 Outcome of Random forest regression. 
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Model Performance Evaluation 

 

k-Nearest Neighbor Regression 

The K-nearest neighbor technique is a basic yet effective algorithm. When the datasets are vast, high dimensional, or 

unpredictable, typical query processing techniques fail miserably to extract the needed data in the allotted time. In these 

cases, closest neighbor approaches are critical. The value of K is significant since it dictates the algorithm's accuracy and 

efficacy. The closest neighbor (NN) approach is extremely simple, highly efficient, and useful in pattern recognition, text 

classification, object identification, Stock Market Forecasting, healthcare and other fields. It has numerous advantages, 

such as simplicity, robustness to noisy training data, improved query time and memory needs, and so on, but it also has 

drawbacks, such as computational complexity, memory limitation, and high cost in algorithm execution.  In k-NN, the 

model uses the entire training dataset as its knowledge base. When a new input is given, it compares it with all the training 

data points and selects the k-nearest data points based on a distance metric. The distance metric can be Euclidean, 

Manhattan, or other distance measures. The k-nearest data points are used to determine the output value by taking the 

average or median value of the k-nearest neighbors. One advantage of k-NN is that it can handle complex decision 

boundaries and nonlinear relationships between input features and output values. Another advantage is that it can easily 

incorporate new training data points without retraining the model. 

 

However, k-NN can be sensitive to the choice of distance metric and the value of k. A small value of k can lead to over-

fitting, while a large value of k can lead to under-fitting. Also, the algorithm can be computationally expensive for large 

datasets. However, because they are distance-based, they perform better with smaller number of input variables, need 

feature scaling or normalisation, and are sensitive to outliers in the data set[78]. 

 

Accuracy 

 

Actual and Predicted value 

 

 

  
Fig. 6 Outcome of K-nearest neighbor regression. 

 

 

Model Performance Evaluation: 
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Decision Tree Regression 

Decision Tree is a Supervised Machine Learning solution to classification and regression issues that solves them by 

continually separating data depending on a certain parameter. The purpose of Decision Tree regression is to develop a 

model that can predict continuous output values reliably based on a collection of input characteristics. It accomplishes 

this by recursively splitting the input space into smaller sections based on the input feature values. The partitioning is 

done in such a way that the variance of the output values within each zone is minimised.  

 

The method finds the input feature that best separates the output values at each phase of the partitioning procedure. This 

is accomplished by estimating the variance reduction that would follow from separating the data depending on the values 

of that characteristic. The partitioning procedure is repeated until the data is entirely partitioned or a stopping requirement 

is reached. The decision tree is traversed from the root node to a leaf node that corresponds to the area holding the new 

input to make the final prediction for a new input. The expected output is then the output value for that location. 

 

Decision Tree regression has several advantages over other regression algorithms. It is easy to interpret and visualize, 

and it can handle both numerical and categorical input features. It can also capture non-linear relationships between the 

input features and output values. 

 

However, Decision Tree regression can be sensitive to small changes in the input data and prone to over-fitting. It can 

also be biased towards input features with many levels or categories. Therefore, care must be taken when selecting hyper-

parameters such as the maximum depth of the tree or the minimum number of data points required to split a node [14]. 

 

Accuracy: 

 

Actual and Predicted value: 

 

 

  
Fig. 7 Outcome of Decision tree regression. 

 

Model Performance Evaluation: 
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Comparison of simple ML Algorithms 

 

Prediction results of simple ML algorithms 

 

 

 

 

 

 

 

Fig. 8 Result of simple ML algorithm. 

 

Prediction and Performance Assessment results of simple ML algorithms 

Fig. 9 Performance evaluation outcome of ML Algorithm. 
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Table 2: Experimental compression of ML algorithms 

 

Models Mean 

Absolute 

Error 

(MAE) 

Mean 

Squared 

Error 

(MSE) 

Root Mean 

Squared 

Error 

(RMSE) 

R- 

Squared( 

R2) 

Accuracy 

Linear Regression 0.0077 0.00015 0.0122 0.9714 97.1432 

Support Vector Regression 0.0445 0.0025 0.0507 0.5104 51.0459 

Random Forest 

Regression 

0.0012 3.4673 0.0058 0.9933 99.3398 

K-Nearest Neighbors 

Regression 

0.0262 0.0017 0.0423 0.6589 65.8995 

Decission Tree 

Regression 

0.0017 0.0001 0.0100 0.9807 98.0722 

 

Table 3: Train and Test experimental Comparisons of Different ML Algorithms 

 

 

 

ML Algorithm 

 

Train Accuracy 

score 

 

Test Accuracy 

score 

 

Training time 

Root Mean 

Squared Error 

(RMSE) 

 

Test time Root 

Mean Squared 

Error (RMSE) 

Linear Regression(LR) 97.0509 97.1432 1.3067 0.0122 

Random Forest 

Regression(RF) 

99.7837 99.3398 3.5389 0.00588 

K-Nearest Neighbors 

Regression(KNN) 

77.2656 65.8995 3.6282 0.04232 

Support Vector 

Regression(SVR) 

57.0985 51.0459 4.9841 0.0507 

Decission Tree 

Regression(DT) 

100.0000 98.0722 2.3195 0.0100 

 

Table 2 and 3 shows that Random Forest has the greatest accuracy when comparing the aforementioned simple 

machine learning models. The train score is 99.783711, the test score is 99.33, and the RMSE value is 0.0058. 

 

Performance Assessment of simple ML algorithms 

 

RMSE for ML model performance evaluation Accuracy of ML model 
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The accuracy result and graph depicts the highest level of Random forest accuracy, whilst the RMSE 

graph depicts the lowest error rate. We compute MAE, MSE, and R2 in addition to RMSE. When 

compared to other models, the overall error level is minimal; Random Forest is best suited when 

employing simple ML methodologies. 

Comparison between accuracy and performance evaluation of machine learning algorithm 

 

 

Fig. 10 Outcome of simple ML algorithm. 

 

III. RESULT AND DISCUSSION 

 

The entire model building table is defined here to show you the performance of each model in relation to our study 

direction. It can include the practical outcomes of basic machine learning algorithms. 

Table 4: Model Comparison table 
 

Model Model Train_acc 

_Score 

Test_acc 

_Score 

Train_rmse 

_list 

Test_rmse 

_list 

 Linear Regression(LR) 97.050960 97.14327 1.306770e- 0.012249 

 3 02 

 Random forest(RF) 99.783711 99.33987 3.538965e- 0.005888 

Machine 

Learning 

Model 

4 03 

K-Nearest 

Neighbors(KNN) 

77.265660 65.89957 

4 

3.628273e- 

02 

0.042322 

Support Vector 57.098575 51.04590 4.984191e- 0.050708 

 Regression(SVR) 8 02 

 Decision tree(DT) 100.000000 98.07228 2.319525e- 0.010062 

 6 17 

 

Our study focused on utilizing different machine learning (ML) algorithms to predict the performance of runners. We 

employed fundamental ML techniques such as Decision Tree, Random Forest, Logistic Regression, Support Vector 

Regression, and K-Nearest Neighbors. To evaluate their performance, we employed metrics including MAE, MSE, 

RMSE, and R-squared. Among the algorithms examined, Random Forest demonstrated the highest accuracy, achieving 

a remarkable accuracy rate of 99.33%. The training RMSE was calculated as 3.5389, while the testing RMSE stood at 

0.0058, indicating a strong fit to the data. 
 

 

IV. CONCLUSION 

 

This article focuses on a practical analysis of machine learning regression techniques to improve the accuracy of a sport 

athlete's running times. In conclusion, our study focused on employing various machine learning (ML) algorithms to 

predict the performance of runners. By evaluating algorithms such as Decision Tree, Random Forest, Logistic Regression, 

Support Vector Regression, and K-Nearest Neighbors, we aimed to identify the most accurate model. Among the 
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algorithms tested, Random Forest emerged as the top performer, achieving an impressive accuracy rate of 99.33%. This 

indicates that Random Forest was highly effective in predicting runner performance based on the given data. Additionally, 

the calculated metrics of training RMSE (3.5389) and testing RMSE (0.0058) demonstrated a strong fit of the model to 

the dataset. 

 

These findings highlight the potential of machine learning algorithms, particularly Random Forest, in accurately 

predicting the performance of runners. By leveraging these algorithms, trainers, athletes, and sports analysts can make 

informed decisions and optimize training strategies to enhance performance outcomes. 

 

Further research can explore the application of additional ML algorithms and the inclusion of more features to improve 

prediction accuracy. Additionally, conducting experiments on larger and diverse datasets can help validate the 

generalizability of the findings. Overall, our study contributes to the growing body of knowledge in the field of ML-

based performance prediction for runners and provides valuable insights for improving training and performance analysis 

in the realm of athletics. 
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