
ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 8.102Peer-reviewed / Refereed journalVol. 12, Issue 6, June 2023 

DOI:  10.17148/IJARCCE.2023.12687 

© IJARCCE               This work is licensed under a Creative Commons Attribution 4.0 International License                 520 

Behavioral Analysis and Machine Learning for 

Polymorphic Malware Detection and Classification / 

Behavior-Based Detection and Classification of 

Polymorphic Malware:A Machine Learning Approach 
 

Ananth J1, Kumaran M2, Lin Eby Chandra J3 

Student, Department of CSE, Jaya Engineering College, Chennai, India1 

Professor, Department of CSE, Jaya Engineering College, Chennai, India2 

Assistant Professor, Department of CSE, Jaya Engineering College, Chennai, India3 

 

Abstract: Malware posing particular challenges. Unlike traditional malware, polymorphic variants dynamically alter their 

characteristics, often combining attributes from multiple malware types to evade detection by signature-based models. 

This article focuses on behavior-based detection and classification methods for polymorphic malware. By analyzing the 

behavioral patterns exhibited by malware, security professionals can develop effective detection techniques that transcend 

the limitations of traditional approaches. The article explores the development of behavior-based malware detection and 

classification methods using various machine learning algorithms. By leveraging insights obtained from static and 

dynamic analysis, behavioral patterns are extracted and utilized in machine learning models to predict the presence of 

malware and identify its malware family. Additionally, the article discusses behavior-based detection methods such as 

sandboxing, anomaly detection, and dynamic analysis. These techniques enable the observation and analysis of malware 

behavior, facilitating the identification of malicious activities and the creation of robust detection mechanisms. The 

findings presented in this article highlight the importance of behavior-based analysis and machine learning in combating 

polymorphic malware, enhancing cybersecurity measures to protect users from evolving cyber threats. 
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I. INTRODUCTION 

 

The usage of the internet, computers, and smart gadgets is widespread nowadays, and many people use them on a daily 

basis. In the same way that there are good people and bad people everywhere we travel, the online world certainly has its 

share of nefarious characters that wish to use loyal users for their own gain . Malware attacks have become increasingly 

complicated in recent years. Malware is the most potent menace to the cyber world despite advances in detection and 

classification of the threat into its correct family class and ongoing evolution. Malware detection and classification are 

crucial because they determine which family of malware a piece of software belongs to, and on that basis, malware 

prevention or anti-malware solutions can be developed with a distinctive signature to identify the virus. 

 

Malware comes in a variety of forms based on the motivation behind its creation, such as ransomware used for financial 

gain, spyware used for spying, etc. 

 

We need a fundamental understanding of the sorts of malware and the tactics they employ in order to analyse malware 

using machine learning. Based on their behaviour, the class was separated. as described below 

 

Virus - A virus is a programme just like any other. The primary distinction is that the programme operates on the system 

without the user's prior consent and replicates itself to infect other programmes on the computer. 

 

Worm - Worms are simply an improved form of a virus. The primary distinction is that any machines connected over a 

network are vulnerable and could become worm-infected. 

 

Trojan - The major goal of Trojan design is to make it appear to be legitimate software, tricking users into thinking it is 

safe to use. 

Ransomware - Is currently the most common sort of malware. In essence, it encrypts all user data on the computer and 

demands a payment to restore it to working order. 
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Adware's - Is primary objective is to display advertisements on the target computer. 

 

Backdoor - A type of malware called a backdoor is used to create a back door for entrance into a target machine. It has 

little negative impact on the system. 

 

The existing antivirus programmes primarily use signatures to detect malware. These signatures for detecting the infection 

are taken from malware samples that have already been gathered.If the virus has previously been identified, these 

signature-based solutions perform quite well, but they are unable to detect new copies of malware. Therefore, signature-

based solutions aren't always enough. 

 

New detection techniques are required to combat the threat posed by upgraded malware. Possible solutions to this issue 

include integrating signature-based analysis with machine learning approaches, which can produce higher accuracy than 

using a single signature-based strategy for detection alone. 

 

II. OBJECTIVES 

 

Here, the goal is to apply machine learning and create an algorithm that will successfully classify malware using machine 

learning in a highly accurate manner. 

 

Enhancing the malware incident response process - The effects malware can have on a system and the precautions that 

need to be taken to stop it from spreading and harming the system are known if the virus's family is recognized. 

 

Understanding how malware functions and the most recent methods used to create it is the goal of malware research. By 

taking into account the newly discovered features, machine learning model accuracy will be increased. 

 

Finding new compromise indicators - Organizations can employ security solutions to better protect themselves against 

malware attacks by using newly discovered compromise indicators. 

 

Track a Malware Family's Evolution - By classifying the malware according to its family, we can keep tabs on 

modifications and the infection's evolution over time. 

 

III. LITERATURE SURVEY 

 

Ying-Dar Lin, Yuan-Cheng Lai 2015 SVM model was utilized for malware family classification. Byte sequences, API 

and system calls, file system information, and CPU registers were features employed by the author. Information was taken 

out of the author's own sandbox. The approach's limitation is that accuracy is decreased as a result of evasion strategies 

and the need for manual intervention with samples. 
 

 

Edward Raff and Charles Nicholas. 2017 The author of the paper employed a sizable data set with more than 2 lac 

samples, of which 1 lac were benign and the remaining were malevolent. The author only used byte sequenced files as 

the featured format and applied the Rule-based classifier and SVM algorithm, however because the author only used a 

few classes for evaluation, it was not a practical approach for classifying additional files. 

Similar to the author, this work likewise utilised a sizable data collection of samples. All that could be extracted was a 

byte sequence. 
 

For the data set, the author used a programme sample and some reliable apps from vxheaven. Because there are so few 

samples, the data set is small. Byte sequences and API system calls were employed by the author as features. The 

algorithms Random Forest, SVM, and Naive Bays were employed. Due to the tiny data set size for this method, many 

malware samples might go undetected. 
 

Blake Anderson, Daniel Quist, Joshua Neil, Curtis Storlie, 2011, There are around 2230 samples, 615 of which are benign 

and the rest are malicious. For malware identification using the SVM algorithm, the author employed features such byte 

sequence and API/system calls. Because of the limited sample sizes employed in this study, the result accuracy is poor. 

 

Jinrong Bai, Junfeng Wang, and Guozhong Zou ,The author used a data collection of about 20 000 samples, of which 

10.5 000 were malicious and the rest were benign. Characteristic taken from PE file used by author. Although the author 

used the Decision Tree and Random Forest algorithms, accuracy suffers when the number of packed and updated PE 

header files increases. 
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Joshua Saxe and Konstantin Berlin 2018 utilised strings and a PE file feature (character).Here, the number of harmful 

samples is over 4 times that of benign samples. Author classified dangerous and benign behaviour using neural networks. 

The above method has one drawback: the training data set's labelling may not be 100% accurate. 

 

IV. METHODOLOGY 

 

The focus of malware detection is on determining if a particular sample is harmful. By using malware similarity analysis, 

we can determine that the file is dangerous and search for attributes that will assist us accurately categorise the sample 

and find malware. After deciding on the analysis's eventual goal, the next stage is to extract features according to demand. 

Following that final stage, a machine learning method is used to attain the goal. 

 

Goals of malware analysis - The primary goal of malware analysis is detection. Malware is discovered using a special 

signature that was created based on earlier samples that were appropriately identified as harmful or benign. Identifying 

whether a particular sample is malicious or not is always the first and foremost objective. The majority of review effort 

is done with the intention of finding malware. 

 

Extraction of Features - The two basic techniques for extracting the feature from malware binary are static or dynamic 

analysis, either alone or in combination. The malware file is examined during static analysis without being run; all features 

are mostly derived from PE headers or by dissecting executable files and analysing them in assembly language. In 

dynamic analysis, the executable file is executed in a controlled environment, and its behaviour is observed, including 

any system calls that are made dynamically but are not coded, attempts to connect to any external networks, and attempts 

to modify registry files. 

 

executable uses calls from the Windows API. The behaviour of an executable can be predicted, but at a higher level, 

depending on which API call is used. They can be taken out utilising both static and dynamic analysis techniques. The 

class of the executable can be determined in part using API calls. The operating system relationship can be predicted with 

the use of the API calls. 

 

Strings: If a string can be parsed, it can provide information about a computer's malevolent behaviour. In a file, the strings 

can be encoded. The collected strings can reveal malicious code attacker intentions. 

 

Byte sequence: The n-gram based approaches used on executable files to pick or eliminate the functions employ the byte 

sequence approach. In programming, N-grams are substrings of length N.N numbers range from 2-3 to 2-4, while 1 may 

also be used on occasion. Because the byte sequence contains executable machine code, it can be used to link some 

portable executable functions to resource information. 

 

Opcodes: Opcodes are machine language instructions that will be carried out by a computer. These are nothing more than 

a set of instructions written in assembly language (for example, mov axe bx). The functionality of the code may be 

reflected in these instructions. 

 

Decision Tree Classification and regression models are typically built using decision trees. Decision tree classifier is 

employed in the project to categories the virus. It created a classification model with a tree-like topology. Guided learning 

is what decision trees do. 

 

Random Forest A supervised classification algorithm is Random Forest. Given that a forest can be formed by many 

decision trees, Random Forest is closely related to the Decision Tree algorithm. The amount of trees in the forest has a 

significant impact on the accuracy of the random forest model; fewer trees produce low accuracy but faster performance, 

whereas more trees produce better accuracy but slower execution. 

 

Fast and lightweight, the Light GBM algorithm learns based on the structure of trees. Regression and classification are 

the two main applications of gradient boosting. It creates a new iterative model from a combination of various algorithms. 
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Fig 1: Architecture 

 

Figure 1 depicts the proposed architecture for malware detection and classification. The total process flow is separated 

into the following steps based on the architecture 

 

1) Create a data set first. With the aid of a PE file and a Python library, extract the static data from the programme 

or software and produce Excel spreadsheet preserving data for each programme or piece of software 

 

2) Data preparation Preparing the data is a crucial step before choosing the features for the model. Remove any 

null values from the data set during data pre-processing. Remove the columns that contain the categorical information. 

 

3) Selection of Features Choose the features that are crucial for the output or for accurately predicting or classifying 

the input. The data set should be divided into two halves for training and testing purposes after the suitable characteristics 

have been chosen. 

 

4) Training Upon successful completion of the previous step, train the preferred algorithm for classification using 

the training data set. 

 

5) Classification This final phase involves predicting the actual classification using the training from the previous 

step. The method chosen for classification makes a prediction about whether a sample of data is malicious or benign. 

 

V. CONCLUSION 

 

The static features that were retrieved from both good and bad executable files were used by the machine learning method. 

This method makes it very quick to determine whether a given file is harmful or not. To lessen the burden on dynamic 

analysis of executables in heavy load conditions, it will be effective to apply this approach before signature-based 

solutions. For each model employed in classification, different results were obtained. While Random Forest has superior 

accuracy, Decision Tree has a lesser accuracy of 99.14%. The algorithm developed by Light Gradient Boosting Machine 

has the highest accuracy of all of them, at roughly 99.50%, only a little bit more than random forest technique. A gradient 

of light The boosting machine algorithm is effective in both accuracy and model training time. In comparison to Light 

GBM, Random Forest is significantly slower. Light GBM has the lowest False Negative (predicting malicious as 

legitimate) rate out of all of them, which is a positive factor to take into account when choosing the principal algorithm 

for classification. Although it is recommended that false negatives in these investigations be nil or almost zero. If the rate 

of false negatives is larger, the model is useless in a production setting. 
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