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Abstract: Hepatitis is one of the most common diseases in the world and any early diagnosis can save the lives of many 

people suffering from this disease. The purpose of this research is to diagnose hepatitis disease using the combined model 

of the decision tree algorithm and Harris Hawks Optimization. 

 

In this research, the diagnosis of hepatitis disease was made using the decision tree and evolutionary algorithm of Harris 

Hawks Optimization .  HHO algorithm is a population-based and gradient-independent optimization technique.  The main 

idea of the HHO algorithm is the cooperative behavior and chasing style of Harris's falcon in nature, which is known as 

surprise attack. The effectiveness of the proposed HHO optimizer method, compared to other nature-inspired techniques, 

was tested on 29 functions and several real-world engineering problems were investigated. The statistical results and 

comparisons show that the HHO algorithm has very promising and sometimes competitive results compared to other 

well-known meta-heuristic techniques [6]. 
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I. INTRODUCTION 

 

Hepatitis is an inflammatory liver disease.   This disease is usually caused by a viral infection, but other possible causes 

also play a role in the development of hepatitis.   These include autoimmune hepatitis and other types of hepatitis that 

occur as a result of secondary effects of drugs, toxins, and alcohol. Autoimmune hepatitis is a disease that is caused by 

the production of antibodies by the body against the liver tissue [10]. Another important point about this virus is that it 

gradually damages the liver. A healthy liver makes the chemicals the body needs and removes toxins from the blood.  But 

when a person gets this disease, the liver becomes inflamed and its normal tissue is destroyed, leaving worn-out tissue 

instead. [18-10] 

 

The age, weight and gender of the patient are important factors of hepatitis. Timely and early diagnosis of this disease 

can be effective in its treatment and prevent this disease from turning from acute to chronic Because when this disease 

becomes chronic, the risk of liver cirrhosis and liver  cancer  increases   And it may involve the patient for years and 

eventually lead to the death of the patient. 

 

The use of artificial intelligence can be effective in early diagnosis of this disease. With its timely diagnosis, additional 

costs for the disease can be avoided, as well as the process of treatment and recovery of the patient can be facilitated, and 

the risks of disease progression and chronicity can be prevented. In this research, by using the decision tree and 

evolutionary algorithms, it is tried to overcome the subsequent problems caused by the disease by timely diagnosis [13-

20]. 

 

2-REQUIRED DEFINITIONS- HEPATITIS 
 

Hepatitis means inflammation in the liver and it can be caused by various reasons, some of which are contagious and 

some are not. Among the factors that cause hepatitis, we can mention excessive alcohol consumption, the effect of some 

drugs, contamination with bacteria and also viruses. Viral hepatitis leads to liver infection. The cause of hepatitis disease 

is a virus and at first it can appear like a cold;  But chronic hepatitis C disease, unlike common cold, can threaten the 

patient's life due to liver failure and difficulty in treatment. Most people with hepatitis C and B have no symptoms [15-

12]. 
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2-1 Evolutionary Algorithms 
 

Evolutionary algorithms are a stochastic, production-based and experimental approach to solving optimization problems. 

Harris Hawks Optimization is one of the types of evolutionary algorithms that researchers pay attention to. Harris Hawks 

Optimization or HHO is a new meta-heuristic algorithm that was published in 2019 [14].   The origin and emergence of 

meta-heuristic algorithms goes back to the genetic algorithm, which was proposed as a mathematical algorithm to solve 

optimization problems based on Darwin's theory of evolution. Since then, many evolutionary and meta-heuristic 

algorithms have been introduced by studying and researching various behaviors in nature. 

 

In HHO, a population-based and nature-inspired optimization paradigm, called Harris Hawk Optimizer (HHO), is 

presented. The main idea of the HHO algorithm is the cooperative behavior and hunting style of the Harris hawk in 

nature, which is known as surprise attack. First, the falcons scatter on the trunks of trees or tall bushes to find the prey, 

then they chase the prey to tire it out and finally surround and trap the prey. 

 

2-2 Decision tree 
 

Classification trees are used to classify a set of records and are commonly used in marketing, engineering and medical 

activities. In the decision tree structure, the prediction obtained from the tree is explained in the form of a series of rules.  

Each path from the root to a leaf of the decision tree expresses a rule, and finally, the leaf is labeled with the class in 

which the largest amount of records is assigned. 

 

3. Research background 
 

 In 2017 Professor Manugaran et al used a Bayesian hidden Markov model with Gaussian clustering to model genome-

wide DNA copy number variation. The proposed Bayesian model with the Gaussian clustering approach has been 

compared with various existing methods such as the precise time method of pruning, the binary separation method, and 

the fragment neighborhood method. The experimental results show the effectiveness of the proposed algorithm and the 

accuracy is 86% [9-21]. 

 

 In 2016, Prof.  Doi et al investigated the automatic diagnosis of breast cancer based on machine learning algorithm using 

decision tree. The proposed approach has three stages of a process. In the first step, the data is grouped into a number of 

clusters using the clustering algorithm. In the second step, outlying distances from breast cancer data are identified using 

a detection algorithm. In the third step, it is determined whether the cancer is benign or malignant from the beginning of 

the pre-processed data set using the classification algorithm. In this research, the Wisconsin breast cancer dataset was 

used and the accuracy was 99.6% [5-19].  

 

In 2015, Professor Lee and colleagues provided a better understanding of the hepatitis C virus life cycle, including general 

viral properties and proteins. This effort will facilitate the development of sensitive and effective antiviral diagnostic 

tools. Current treatment is serologic screening testing in high-risk individuals, and nucleic acid testing is recommended 

to confirm active infections. It is possible that a new gene-free anti-viral anti-hormone treatment will be available within 

the next few years [4-17]. 

 

 In 2016, Professor Harris et al investigated the delay in diagnosis among hepatitis C patients in England. The main 

method of data collection was face-to-face interviews (12 participants) and focus groups (16 participants). The sample of 

17 men and 11 women reported an average of 28 years between the risk period of this virus and the first test. These data 

show that risk awareness does not necessarily lead to action [2-15]. 

 

 Prof. Al-Amiri et al presented a powerful panel of diagnostic and prognostic bio markers for hepatitis C-related 

complications as early markers for the diagnosis of hepatitis virus and hepatocellular carcinoma associated with this 

virus. In addition, this panel can be considered as early markers for tracking the progression of liver fibrosis. 250 patients 

with this virus, 224 patients with fibrosis and 84 healthy people were used for sampling in this research [5].  

 

In 2018, Panchal and Shah used neural network and expert system to diagnose hepatitis B disease. After providing 

diagnosis methods for hepatitis disease and determining fuzzy rules for disease diagnosis, he used the generalized 

regression algorithm and the results obtained showed that this algorithm can have a favorable result for hepatitis diagnosis 

[7-16]. 

 

 In 2017, Mendza et al conducted a screening program with the aim of detecting breast cancer. They conducted this 

research on the information obtained between 1999 and 2007 on 49,501 samples, of which 100 people had cancer. Due 
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to the large number of healthy samples compared to those with cancer, it was necessary to perform Dimension reduction 

between healthy samples. For this research, algorithms of self-organizing neural network, support vector machine and 

spline were used and the obtained results show that these algorithms can effectively help doctors to diagnose breast cancer 

in women's screening [8-14]. 

 

 In 2019, Du Gantkin et al. used linear discriminant analysis and fuzzy inference system for the automatic detection 

system of hepatitis disease. They worked on a database that included 155 samples with 19 features and 2 categories. 

Using linear discriminant analysis algorithm, they selected features and reduced them and classified them using fuzzy 

inference system. Finally, according to the results obtained, they achieved 94.16% accuracy for disease diagnosis [10]. 

 In 2018, Dande and Samant studied artificial neural networks in medical diagnosis. In this article, they investigated 

several diseases and the help of neural networks to prevent wrong diagnosis of diseases. After mentioning some types of 

diseases and the work that has been done in the past to diagnose them using neural networks, they introduced the basic 

steps for medical diagnosis using neural networks. They concluded that neural networks are a powerful tool to help 

doctors diagnose diseases [1-9]. 

 

 In 2016, Ausi used extreme learning  machine  to automatically diagnose hepatitis. He conducted this research on a 

dataset that included 155 samples and 19 features that had 2 categories. In this research, an intelligent automatic hepatitis 

diagnosis system has been presented, which has reached 91.5% accuracy [3-11]. 

 

4- The proposed method 
 

4-1 Classification 

After selecting the effective features from among all the features in the data set by Harris Hawks Optimization, the 

decision tree algorithm is used as a method of training features and classifying them in line with disease diagnosis.  In 

this research, ID3 and C4.5 decision trees are used to classify the trained features. It should be noted that in this section, 

the data set is divided into two parts: training (70% of samples) and test (30% of samples) randomly using the Rand perm 

command in MATLAB. 

 

4-2 Evaluation criteria 

In this research, in order to evaluate the classification efficiency, we use the accuracy criterion according to the following 

formula. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

TP: The Number of correct features that were correctly detected. 

TN: The  Number of wrong features that were correctly detected. 

FP : The  Number of correct features that were incorrectly detected as false  

FN: The Number of false features that are falsely correctly recognized. 

 

3-Data collection 

The data used in this study was obtained from the authoritative source of UCI.  In this database, a total of 29 features 

affecting hepatitis C are defined, which are used. The characteristics of the dataset used in this research are shown in 

Table (1-4). 
 

Table 1-4: Introducing the characteristics of the data set 

 

 

 

 

 

 

 

 

 

               1 Body Mass Index 
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The results of the simulation 
 

In order to compare the results, genetic algorithms and PSO are also used to combine with ID3 and C4.5 decision trees. 

Also, instead of a decision tree, we use a neural network. The results of the accuracy of combined algorithms  )HHO-

ID3), (HHO-C4.5), (GA-ID3), (GA-C4.5), (PSO-ID3) and (PSO-C4.5), (HHO-MLP),( GA-MLP) and (PSO-MLP) are 

shown in table (2-4). 
 

Table 2-4: Accuracy results of applying combined algorithms on the data set used in the present research in the field of 

hepatitis. 

 

 

 

 

 
 

As shown in Table 2-4, the combination of Harris Hawks Optimization and C4.5 was able to predict hepatitis C disease 

with an accuracy of 95.9112 and by reducing the number of features in the database. HHO-C4.5 integrated algorithm has 

selected 10 effective features on hepatitis C diagnosis among 29  features. 

 

Table 3-4 shows the features selected by HHO algorithm. 

 

Table 3-4: Features selected by Harris Hawks Optimization 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

II.  CONCLUSION 

 

Considering the importance of this type of disease all over the world, especially in Iran, in this research, an attempt was 

made to provide an automatic system for the detection of hepatitis C disease by using artificial intelligence techniques. 

Based on this, using the Harris Hawks Optimization in combination with the decision tree classification algorithm, we 

presented an automatic system on the dataset obtained from the HCV dataset from the UCI reference, which is able to 

diagnose this disease with 95.9112%.   Since the proposed dataset has 29 features, the combined algorithm first reduces 

the feature dimensions and then diagnoses the disease. In order to compare the proposed algorithm and evaluate its 

performance, genetic and PSO algorithms were used instead of Harris Hawks Optimization. Also, the MLP algorithm 

was combined with Harris Hawks Optimization, Genetic and PSO algorithms. The results show the efficiency of the 

combination algorithm of decision tree and Harris Hawks Optimization. In this research, two decision trees ID3 and C4.5 

were used, and the accuracy of the HHO-C4.5 algorithm  was  higher compared to the HHO-ID3 algorithm. 
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