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Abstract: A key large data activity, feature selection (FS), reduces the "curse of dimensionality" by choosing a 

meaningful feature subset to improve classification performance. Search algorithms may be constrained by FS techniques 

as the number of attributes grows. To achieve equivalent or better classification performance and increase computing 

efficiency, a subset of pertinent characteristics are chosen from a large number of original features using the feature 

selection process. Particle swarm optimization (PSO) is a global search metaheuristic that can swiftly and with few 

presumptions search a space with many dimensions. An FSPSO method known as particle swarm optimization (PSO) has 

recently attracted a lot of attention from experts in the field. Following a basic explanation of feature selection and PSO, 

a review of recent PSO for feature selection work is given. 
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I. INTRODUCTION 
 

A dataset for classification problems typically contains a lot of features, frequently containing useful, unnecessary, and 

redundant features. Due to the huge search space—known as "the curse of dimensionality"—irrelevant and redundant 

features are not helpful for classification and may significantly worsen classification performance [1,2]. In order to obtain 

comparable or even higher classification performance than using all features, feature selection is offered as a method for 

choosing a subset of pertinent characteristics from a vast number of accessible features [2]. Feature selection can minimize 

the number of features, shorten training time, streamline taught classifiers, and/or enhance classification performance by 

removing/reducing redundant and irrelevant information [2]. 

The tough combinatorial problem of feature selection. Because of the issue with feature interaction, the best feature subset 

is typically a collection of characteristics that exhibit feature complementarity. Features may interact in a two-way or 

multiple-way fashion [1,5]. As a result, removing some of these features will remove or decrease unneeded complexity 

because they may become redundant when used in conjunction with other features. On the other hand, a feature that is 

redundant or just marginally useful when used alone may become extremely relevant when used alongside others. 

Consequently, a group of complementary traits should make up an ideal feature subset. 

The work of feature selection is difficult primarily because of the size of the search space. With respect to the quantity of 

features present in the dataset, the size of the search space grows exponentially [1]. Therefore, in most cases, a thorough 

search is almost impossible. The majority of these algorithms still experience issues with local optima stagnation or being 

computationally expensive, despite the fact that numerous alternative search approaches have been used for feature 

selection [4]. An effective global search method is required to more effectively solve feature selection issues. 

Global search capabilities of evolutionary computation (EC) approaches are well recognized. A more modern EC 

technique called particle swarm optimization (PSO) [6,7] is less computationally intensive than certain previous EC 

techniques. PSO has thus been employed as a successful feature selection technique [8,4]. The current PSO does have 

some restrictions regarding feature choices, though. The feature selection task has not been adjusted into PSO, to start. 

According to Gutierrez et al. [9], initialization procedures in PSO perform differently in various high-dimensional search 

space situations. 

With the exception of our earlier work [10], no known initialization solutions are, however, expressly given for feature 

selection difficulties. Furthermore, the conventional personal and global best updating mechanism may overlook some 

feature subsets with excellent classification performance but few characteristics . As a result, the potential of PSO for 

feature selection hasn't been fully explored, and we'll keep working on our earlier research [10] to learn more about the 

initialization and updating processes in PSO for feature selection. 

 

II. RELATED WORKS 
 

A dynamic PSO model with escaping prey schemes (DPSOEP) was put forth by Chen et al. [1]. According to their fitness 

scores, swarm particles in DPSOEP were divided into three sub-swarms: "preys" (top-ranked particles), "strong particles" 

https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 8.102Peer-reviewed / Refereed journalVol. 12, Issue 7, July 2023 

DOI:  10.17148/IJARCCE.2023.12748 

     © IJARCCE               This work is licensed under a Creative Commons Attribution 4.0 International License                363 

(middle-ranked particles), and "weak particles" (lower-ranked particles). Following distinct search operations, such as 

Lévy flights, the initial PSO location, and a multivariate normal distribution, the particles in the aforementioned groups 

then searched for global optimality. 

Vimalrosy et al[13]. optimized the Sine Swarm to find the best features for the UNSW-NB15 dataset. The Random forest 

classification method is used to make the correct classification. 98.15% accuracy was reached with the suggested system, 

OSS-RF. 

A modified PSO approach for choosing the best hyper-parameters for Gaussian process regression (GPR) was put out by 

Kang et al. in their proposal [2]. A momentum element was suggested in place of the inertial component as in PSO and 

was dependent on the mean distance of the swarm in two subsequent cycles. The global best solution was then further 

improved via a mutation method built on a perturbation function. 

A multiswarm PSO technique is presented by Liu et al. [3] to simultaneously search for the ideal feature subset and 

optimize the SVM's parameters. Experiments demonstrate that the suggested feature selection method might outperform 

grid search, traditional PSO, and GA in terms of classification accuracy. Due to the enormous population size and complex 

communication rules between many subswarms, the proposed technique is computationally more expensive than the other 

three methods. 

According to Chuang et al. [12] technique for PSO feature selection, gbest will be reset to zero if its value remains constant 

for a number of rounds. However, neither PSO or EC based algorithms are employed for comparisons; instead, the 

suggested approach is merely put up against one standard method in terms of classification performance. 

A filter feature selection approach is put forth by Wang et al. [11] and is based on an enhanced binary PSO and rough set 

theory. The degree of reliance between class labels and chosen features, as determined by a rough set, is used to award a 

particle's quality. This study also demonstrates another issue of applying rough set theory to feature selection problems: 

computing the rough set takes up the majority of the running time. The reliance between features and class labels can also 

be demonstrated using fuzzy sets. 

A filter feature selection approach is put forth by Wang et al. [11] and is based on an enhanced binary PSO and rough set 

theory. The degree of reliance between class labels and chosen features, as determined by a rough set, is used to award a 

particle's quality. This study also demonstrates another issue of applying rough set theory to feature selection problems: 

computing the rough set takes up the majority of the running time. The reliance between features and class labels can also 

be demonstrated using fuzzy sets. 

 

III. DATASET DESCRIPTIONS 

 

According to (Slay N. M., 2016), UNSW-NB15 was developed in the Australian Centre for Cybersecurity's cyber range 

lab in 2015. One of the dataset's formats is CSV files. The original CSV files, which were divided into four files and had 

more than 2.5 million records, are not used.  

Since the training and testing sets of the polished CSV files contain 175,341 transactions and 82,332 entries, respectively, 

we are employing them in our study. The dataset has 47 features, encompassing category, nominal, and numeric data 

types. It is a multi-class, binary labelled dataset. Table 1 displays the distribution of each assault in training and test sets. 

 
IV. FEATURE SELECTION 

 

The goal of feature selection is to choose the smallest possible subset of features that are both required and adequate to 

represent the target notion [12]. Its goals include decreasing the amount of data required for learning, reducing running 

time, enhancing system accuracy, and improving the understandability of the learnt model . The five fundamental steps 

of a common feature selection approach [11] are depicted in Fig. 1: 
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1.Initialization: The initialization process for a feature selection method is based on all of the original features. 

 2. Subset discovery : It is a process for finding potential subsets. It is a search process  that can begin with none, all, or 

a randomly chosen subset of features. In this generation step, the best subset of features is sought using a variety of search 

approaches, including both traditional search methods and FCPSO techniques.  

3. Subset evaluation: A function to gauge how well the created feature subsets performed.  

4. Stopping criteria: The algorithm will terminate depending on a predetermined criterion, which may be based on the 

evaluation function or the creation process. The former can be a predetermined maximum number of iterations completed 

or a predetermined number of features chosen. The latter entails determining if a particular evaluation function yields an 

optimal feature subset and whether the addition or deletion of any feature results in a worse subset.  

5. Results validation: Tests on unseen data are conducted to determine the correctness of the chosen subset. 

 

Algorithm: MFPSO 

 

Begin 

 2 divide Dataset into a Training set and a Test set; initialize the swarm;  

3 initialize the set of head XSet and Archive  

4 calculate the crowding distance of each member in XSet;  

5 while Maximum Iterations is not reached do  

6 for each particle do  

7 select a head (gbest) from XSet for each particle by using a binary tournament selection based on the crowding distance;  

8 update the velocity and position of particle i  

9 apply mutation operators;  

10 evaluate two objective values for each particle; /∗ number of features and the classification error rate on the Training 

set ∗/  

11 update the pbest of each particle;  

12 end 13 identify the nondominated solutions (particles) to update XSet;  

14 send head to Archive;  

15 calculate the crowding distance of each member in XSet;  

16 end 17 calculate the classification error rate of the solutions in Archive on the test set;  

18 return the solutions in Archive and their training and test classification error rates;  

19 end    

                                  
 

Fig 1 : Flow of FSPSO Method 

 

Algorithm  displays the FSPSO pseudocode. The primary problem of finding a good leader (gbest) is addressed by 

FSPSO, which uses a leader set to store the nondominated solutions as prospective leaders for each particle. A gbest is 

chosen from the leader set using a binary tournament selection and their crowding distances. To choose which 

nondominated solutions should be included in the X set and retained throughout the evolutionary process, a crowding 

factor is specifically used. The less congested of the two solutions picked from the head established by the binary 

tournament selection is determined to be the best option. The number of particles in the swarm is typically used to 

determine the maximum size of the X set. Mutation operators are used to maintain the swarm's variety and to enhance the 

algorithm's search capabilities. 
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V. EXPERIMENTAL RESULTS 

 

The algorithms often increased accuracy by roughly 2–3%, which was a promising outcome. Even though none of the 

three classification methods performed optimally for a given dataset, they all produced promising results. FSPSO typically 

outperformed PSO (with a constant threshold of 0.5) in these situations. 

 

 
Fig 1.2 Performance Evaluation  

 

CONCLUSION 

 

Wrapper-based approaches take a lot of work, but with the right optimization methodology, they can yield an ideal feature 

set and a classification model that performs satisfactorily. In this study, we presented FSPSO with a threshold value 

depending on the mean of feature-class  and compared the outcomes with a straightforward classifier and PSO-based 

feature selection with a constant threshold of 0.5. The most effective model, FSPSO, performed well across all datasets. 

The technique may now be expanded to work on redundant data and is most effective for deleting irrelevant data. The 

algorithm's time complexity for convergence and producing a good result is higher with high-dimensional datasets. By 

choosing a strong fitness value, the model can be improved even more. To confirm its validity, this method can be further 

applied to a larger pool of datasets. 
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