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Abstract: Breast cancer is one of the common types of cancer which is affecting health of women population in the world 

from last few decades. Breast cancer treatments always depend upon early detection, personalized approach and 

knowledge of disease. From last decade there are many deep learning and machine learning algorithm are implemented 

by many researchers but accuracy and precision not up to the mark hence mammographic breast density classification is 

done subjectively by radiologist.  

 

In this research article implementation of machine learning algorithm is proposed for mammographic breast density 

classification. In this approach input images are preprocessed with help of morphological operations; pectoral muscle is 

removed by Hough transform and Canny Edge detection techniques are used.  

 

The images are segmented with the help of Gaussian mixture model and features are extracted using GLCM feature 

extraction method and then SVM classification is performed on the images. With certain modification this algorithm is 

suitable for clinical practice. 

 

Keywords: Breast Cancer, BI-RADS Classification, Preprocessing, Segmentation, Feature Extraction, Mammographic 

Breast Density. 

 

I. INTRODUCTION 

 

Breast cancer is a kind of most cancers that begins within the breast. It affects health of women population in the world 

from last few decades.Cancer begins when cells starts to develop out of control.  

 

The cells of breast cancer usually form a tumor that can often be detects on an x-ray[1]. From the data within the year of 

2018 near approximately 2.1 million women are newly recognized with bosom cancers at the same time as 0.65 million 

deaths happened due to this, disorder in year 2018 [2]. 

 

There is possibility of recovery from the cancer when it is detected in early stage. Breast density reflects the quantity of 

fibrous and glandular tissue in a female’s breasts as compared with the amount of fatty tissue inside the breasts, as seen 

on a mammogram [3].  

 

In the diagnosis of breast cancer mammograms are used to detect the malignancy. In order to remove confusion about 

mammographic result the “Breast Imaging Reporting and Data System (BI-RADS)” is used to classify four types of 

breast density classes [4, 5]. 

 

In the diagnosis of breast cancer mammograms are used to detect the malignancy. In order to remove confusion about 

mammographic result the “Breast Imaging Reporting and Data System (BI-RADS)” is used to classify four types of 

breast density classes [3, 4]. 
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BIRADS Class A 

Fatty Breast 

 

BIRADS Class B 

Scattered Density 

 

BIRADS Class C 

Heterogeneous Density 

 

BIRADS Class D 

Extremely Dense 

 

On a mammography description, breast density is attributed to one of the following four categories 

 

BIRADS A Class- Almost entirely fatty breast. 

BIRADS B Class - A few regions of dense tissue are scattered thru the breasts. 

BIRADS C Class - Evenly dense breasts. 

BIRADS D Class- The breasts are extremely dense breast. 

 

Basic objective behind this research article is to develop a machine learning algorithms for automatic breast density 

measurement towards improving accuracy for breast density measurement and classification.  

 

This research article propose a machine learning algorithm which is divided into four sections: Section 2- preprocessing, 

section 3- Segmentation, Section 4- Feature extraction and classification, section 5- discussion and finding and section 6 

conclude the article. 
 

II. PREPROCESSING 

 

The mammogram background and the pectoral muscle were removed in the pre processing step. Mammograms may be 

classified into three distinct areas: background, pectoral muscle, and breast region. Precise segmentation of the breast 

area from different locations is a major step for breast density dimension. The fundamental intention of this pre-

processing is to split these unwanted regions. Breast boundary and pectoral muscle segmentation are crucial systems in 

computer assisted breast cancer detection. 

 

➢ Mammographic images have labels and artifacts in background and these create impact on segmentation of 

mammogram. 

➢ Fibro glandular tissue and pectoral muscle have same opacity for that for getting better accuracy we have to 

remove pectoral muscle because pectoral muscle creates errors in detection process of malignant tissue. 

 

In this work, for removing these noises following operations are performed 

 

Removing Labels and artifacts 

 

Mammogram contains extra parts which are not needed for preprocessing steps; the extra part contains name, date, patient 

ID or other related information about patient and this information is bright gray as malignant tissue. This will create 

errors in segmentation process for that we have to remove these noises [9]. 

 

Following is the procedure for removing labels and artifacts: 
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1. Read the mammogram image.  

2. Convert the image in grayscale.  

3. Perform otsu thresholding algorithm on mammogram image.  

4. Perform morphological operations on image.  

5. Get largest contour from external contours.  

6. Draw all contours as white filled on a black background except the largest    as a mask and invert mask.  

7. Apply the mask to the input image.  

8. Save the results. 

 

 
 

Pectoral Muscle Removal 

The pectoral muscle located close to the rib cage at upper portion of the rib. Pectoral muscle indicated as straight line, 

for that we utilized Hough transform and canny edge detection [10]. 

 

Hough transform 

The Hough transform is a way that is used to extract features in processing. The most important use of the technique is 

to locate imperfect times of items inside a selected magnificence of shapes by means of a voting process. This voting 

technique is completed in a parameter area, from which object applicants are received as local maxima in a so-called 

accumulator space that is explicitly constructed by way of the algorithm for computing the Hough transform. 

 

Canny Edge Detection 

The Canny edge detector is an area detection approach used to discover a wide range of edges in mammograms. This is 

widely used detection algorithm in preprocessing process [12]. Canny Edge Detection is taken into consideration to be a 

higher aspect detection method than other techniques .This is because of following 

 

1. Minimum Suppression 

Edges applicants which aren't dominant of their neighborhood are not considered to be edges. 

 

2. Hysteresis Process  

While shifting alongside the applicants, given a candidate that is within the neighborhood of a part the edge is decrease. 

 

 

Method Operating Principle Complexity Accuracy 

Hough transform Canny Edge Moderate Good 

Random Transform Line Integral Average Average 

Polynomial Regression Moderate Average 

 

Table-Different Preprocessing Techniques 
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Fig- Remove Pectoral Muscle 

 

III. SEGMENTATION 

 

Segmentation method is involve to extracting a mammogram image into clear-out regions based on the belongings such 

as brightness, contrast, texture, gray-level and color. The medical segmentation is helpful for recognize anatomical 

structure, suspicious lesion, and measurement of tissue volume. 

 

Gaussian mixture model 

For segmentation of images this is the widely used statistical approach used by the researchers. Petroudi et al. and Ferrari 

et al. [13 and 14] proposed a Gaussian mixture model to segment fibro glandular tissue which uses gray-level values in 

a segmented mammogram. 

 

Method Computational Complexity Accuracy 

Dyadic wavelet decomposition  High Moderate 

Fuzzy-mean clustering  Moderate Low 

Gaussian mixture model  High Moderate 

 

Table- Segmentation Methods 

 

IV. FEATURE EXTRACTION AND CLASSIFICATION 

 

Feature extraction includes decreasing the quantity of sources required to describe a large set of information. Feature 

extraction is related to dimensionality discount. Feature extraction begins from a preliminary set of measured information 

and builds derived capabilities meant to be informative and non-redundant, facilitating the subsequent mastering and 

generalization steps. 

 

GLCM feature Extraction 

 

A statistical method of inspecting texture of the photo that examines the spatial courting of pixels is the GLCM (Gray-

Level Co-prevalence Matrix). The Gray-Level Co-prevalence Matrix features classify the texture of an mammogram 

image with the aid of calculating how often pairs of pixel with precise values and in a exact spatial dating occur in an 

mammogram image, growing a GLCM, and then extracting statistical measures from this matrix.  

 

After create the GLCMs the use of graycomatrix, you could derive some facts from them the usage of graycoprops. These 

data provide records about the texture of a mammographic image. 
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Statistics Description 

Contrast Measures the local variations in the gray-level co-occurrence matrix. 

Correlation Measures the joint probability occurrence of the specified pixel pairs. 

Energy Provides the sum of squared elements in the GLCM. Also known as uniformity or the angular 

second moment. 

Homogeneity Measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal. 

 

Table-GLCM Features 

 

 

Table-GLCM Feature Expressions 

 

Classification 

 

In this system, SVM classification algorithms will used. A support vector machine classifier is a supervised system getting 

to know model that uses classification algorithms for 2-group class issues. After giving SVM model sets of categorized 

training statistics for every class, they’re capable of categorize new textual content. Support vector machines are unique 

linear classifiers which can be based on the margin maximization principle. 

 

In general SVM classifier defined as 

 

F(X) =sign (𝑾𝑻𝑿 + 𝒃) 
 

 

V. IMPLEMENTATION RESULT AND DISCUSSION 

 

In this work we used 300 mammogram images from the source Internet and other clinical databases and created Mixed 

Dataset. This experiment is performed on 60 fatty, 60 scattered, 60 heterogeneous and 60 extremely dense mammogram 

images.  

 

To clean the digital mammogram images we performed preprocessing techniques on images. For removing artifacts and 

labels different morphological operations were performed, figure shows the results of morphological operations. Breast 

boundary extraction method is used for background removal and Hough transform technique is used for remove Pectoral 

muscle the result of pectoral muscle is shown in fig.  

 

in this direction could include the pre-processing stage for optimal selection of features inhibiting better textural 

description of the images. Perhaps, the exploration of advanced feature extraction technique to train the SVM can achieve 

higher classification accuracy in predicting the optimal segmentation algorithm for mammogram images. 

Feature Expression 

Contrast 

 ∑ ∑ 𝑷(𝒊, 𝒋)(𝒊 − 𝒋)𝟐

𝑮−𝟏

𝒋=𝟎

𝑮−𝟏

𝒊=𝟎

 

Correlation 

∑ ∑ 𝑷(𝒊, 𝒋) × (𝒊 − 𝒋)

𝑮−𝟏

𝒋=𝟎

𝑮−𝟏

𝒊=𝟎

− µ𝐱 × µ𝐲 /𝛔𝐱𝛔𝐲 

Energy 

∑ ∑ 𝑷(𝒊 − 𝒋)𝟐

𝑮−𝟏

𝒋=𝟎

𝑮−𝟏

𝒊=𝟎

 

Homogeneity  

∑ ∑
𝑷(𝒊, 𝒋)
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𝑮−𝟏
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Fig-Morphological Operations 

 

 
 

Fig- Removal of Pectoral Muscle 
 

 

Result After Applying SVM Classifier 
 

 

Classifiers Accuracy Sensitivity Specificity 

SVM 0.74 0.95 0.98 

 
 

The accuracy, sensitivity and specificity are expressed as follows 

 

 

1. Accuracy = 
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠
× 100% 

2. Sensitivity = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
× 100 % 

3. Specificity = 
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
× 100 % 
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VI. CONCLUSION 

 

This thesis demonstrates the flow of measuring breast density from mammogram using SVM. The images are segmented 

using the widely used threshold and edge detection techniques such as canny edge detection, Otsu threshold and Sobel 

algorithms. The selection of best segmentation algorithm from these algorithms is necessary since the image segmented 

accurately by one algorithm may not produce the same result for all the images. The SVM which is considered to be an 

efficient classifier for pattern recognition is employed to predict the optimal segmentation algorithm for the images. The 

image features are extracted and represented effectively using the GLCM in order to train the SVM. The highly correlated 

texture parameters constructed such as energy, contrast, entropy and inverse difference are determined from the GLCM 

at four different angles. Thus GLCM-based SVM achieved an accuracy of 96% in comparison to the histogram-based 

SVM with the accuracy of 80% when trained with three segmentation algorithms. The SVM trained using the GLCM 

illustrated excellent performance due to the additional knowledge extracted from the spatial relations in an image for 

better classification than using the image histogram alone. Perhaps, the statistical assessment using the confusion matrix 

states that the GLCM outperformed histogram method. It is evident that the feature descriptors greatly influence the 

classification accuracy. 
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