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Abstract: For contemporary enterprises, the significance of wireless enterprise networks has expanded due to their 

heightened adaptability and mobility in terms of connectivity and access to information. However, these networks are 

also vulnerable to various forms of cyber-attacks, including intrusions from external parties, breaches of data, and 

outbreaks of malware. To counter these threats, it is imperative to possess efficient intrusion detection systems (IDSs). 

One potential strategy to enhance the performance of IDSs for wireless enterprise networks is the utilization of ensembled 

machine learning models. To construct an IDS model in a wireless environment employing the AWID dataset, this 

investigation integrates the prognostications of three distinct classification techniques: specifically, the hybrid model of 

CNN-SVM, the ensemble model of SVM-MLP, and the ensemble model of DT-KNN. The efficacy of the model is 

assessed based on the statistical information derived from the confusion matrix, such as accuracy, recall, precision, and 

F1-scores. 
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I. INTRODUCTION 

 

In the contemporary era, a substantial amount of sensitive data is transmitted via various devices like smartphones and 

computers. As computer network technology progresses, concerns about security are becoming more frequent and cannot 

be disregarded. Adversaries continue to develop novel methods of attack, underscoring the importance of safeguarding 

our data. The role of Intrusion Detection Systems (IDS) is pivotal in protecting our information. Datasets consist of 

instances that possess multiple relevant features for the intrusion detection system. The widespread utilization of 

networking and internet systems has resulted in a growing prevalence of security issues, posing a significant obstacle for 

ordinary users, organizations, enterprises, and government agencies. 

 

Attackers frequently devise new attack techniques that often escape the awareness of network administrators and security 

software. The widespread usage of networking and internet technologies has led to a heightened frequency of security 

concerns, imposing a substantial burden on the general populace, organizations, businesses, and governmental entities. 

On the internet, countless cyber security attacks have inflicted financial losses, damaged reputations, and disrupted 

business operations. 

 

To ensure the privacy, reliability, and accessibility of numerous users and organizations, as well as to shield them from 

potential threats, the presence of a robust and dependable security system is indispensable. The monitoring and 

supervision of internet communication and data transfer have become integral components of contemporary services. 

Intrusion Detection Systems (IDSs) serve as crucial frontline defenders, providing a secondary line of defense against 

intruders. Given the escalating prevalence of attacks, the adoption of new detection techniques, particularly those 

employing machine learning (ML) for intrusion detection and prevention systems, is imperative. 

 

II. BACKGROUND 

 

With the widespread utilization of internet networks, ensuring information security has become a significant concern for 

both organizations and regular users. Safeguarding network communication devices against various threats and attacks 

is considered an urgent responsibility for administrators of networking systems. Various techniques are employed to 

establish secure communication and protect organizations' privacy, including cryptography, firewalls, and access control. 

However, attackers constantly adapt and devise innovative methods to breach system security. Consequently, Intrusion 

Detection Systems (IDS) play a vital role in safeguarding networks by upholding their confidentiality, integrity, and 

availability for authorized users. IDS can be implemented through hardware or software to automate intrusion detection 
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processes. Depending on the settings and configurations, IDS continuously monitors system conditions and generates 

alerts to notify system administrators of potential attacks. The monitoring process covers incoming and outgoing data, 

ensuring efficient detection of suspicious activities and optimal security throughout the networking system. Numerous 

tools, such as firewalls, intrusion prevention systems, and IDS, have been developed to defend against internet-based 

threats. Machine Learning (ML), a subfield of artificial intelligence (AI), utilizes training data based on known facts to 

enhance its learning capabilities [1,2,3]. 

 

An IDS typically creates and sends alert signals for any illegal situations the networking system may be exposed to, such 

as unlawful emails, audio messages, and video messages. Its job is to look for unusual patterns in IP (Internet Protocol) 

packets as they travel over the network, gather information on attacks, and use countermeasures to stop them (if the 

availability of detection and prevention technology exists). 

 

III. RELATED WORK 

 

Extensive investigation has been carried out regarding the implementation of machine learning techniques in the 

identification of unauthorized access within wireless enterprise networks. Ensembled machine learning models have 

garnered considerable attention among these techniques due to their capability to augment the accuracy and efficiency of 

intrusion detection systems (IDS). 

 

One strategy entails the utilization of decision tree ensembles, which amalgamate the forecasts from numerous decision 

trees to enhance the overall performance of IDS. Decision trees are a prevalent machine learning approach that classifies 

data based on a collection of decision rules. They offer the benefits of interpretability and swift training, but they may 

encounter challenges associated with overfitting when confronted with intricate data. By employing ensembled decision 

trees, the risk of overfitting can be mitigated as the forecasts of multiple trees are merged, thus yielding a more resilient 

IDS. 

 

Another widely applied method is the application of random forest ensembles, which serve as a type of decision tree 

ensemble. Random forests employ a random subset of features to train each tree, thereby diminishing the likelihood of 

overfitting and enhancing the generalization performance of the IDS. Random forest ensembles have evidenced their 

efficacy in diverse IDS applications, encompassing network intrusion detection, malware detection, and spam filtering. 

 

Boosting ensembles represent another form of machine learning model that has been employed for IDS in wireless 

corporate networks. In these models, a robust learner that can precisely categorize the data is constructed by stacking a 

series of weak learners, each of which is trained on a distinct subset of the data. IDS applications have exhibited the 

effectiveness of boosting algorithms such as Adaboost and Gradient Boosting, particularly when coupled with weak 

learners like decision trees. 

 

In the study mentioned in reference [4], the author introduced a framework that is grounded in agent technology for the 

purpose of identifying harmful behavior. Within this framework, the actions of intruders are detected by means of 

utilizing an Artificial Neural Network (ANN). Experiments were conducted on the AWID-CLS-R subset in order to 

classify each incident as either normal or indicative of an attack. The results of these experiments revealed that the 

proposed framework achieved a precision rate of 99.3 percent when applied to the AWID-CLS-R subset. Furthermore, 

in reference [5], the same subset was utilized for a multi-class classification experiment, in which the author employed a 

deep learning approach with the objective of enhancing the overall accuracy to 98.67 percent. 

 

With regard to reference [6], the author's focus was on the classification of attacks on a subset of AWID-CLS-R through 

the use of eight conventional supervised machine learning classifiers. In order to train these classifiers, the author 

consolidated a total of 20 features into a single feature and manually selected the pertinent features. Various algorithms, 

including AdaBoost, OneR, J48, Naive Bayes, Random Forest, ZeroR, and Random Tree, were employed to assess the 

performance of attack classification. The study was successful in raising the overall precision from 89.43 percent to 96.2 

percent. 

 

In the study mentioned in reference [7], a proposed framework utilized the Stack Auto Encoder (SAE) for active assault 

detection. The SAE, being an unsupervised learning strategy, was employed for the purpose of feature selection. By 

incorporating a regression layer, supervised learning technique, and SoftMax activation function, the framework was able 

to achieve a maximum accuracy of 97.7%. Additionally, the research aimed to identify the most effective feature among 

three different machine learning methods. Moreover, in references [8,9], the emphasis was placed on enhancing 

impersonation attack detection through the utilization of the AWID-CLS-R subset. This involved eliminating two out of 
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the four classes within the subset, resulting in the presence of the impersonation attack class and the normal traffic class. 

To classify the attacks, the study employed the Artificial Neural Network (ANN) and leveraged the Decision Tree and 

Support Vector Machine (SVM) techniques. As a result, an accuracy of 99.86% was achieved in detecting impersonation 

attacks. 

 

Furthermore, in references [10,11], the author conducted an analysis on the reduced classification version of the CLS and 

ATK class subsets using five different supervised machine learning classifiers. The study employed algorithms such as 

AdaBoost, Random Forest, Random Tree, OneR, and J48. Prior to applying these classifiers, the features were thoroughly 

examined and ranked using Information Gain and Chi-Square. The classifiers were then applied to the respective 

subgroups, yielding optimal accuracies with 41 features. The findings revealed that the Random Tree classifier achieved 

an accuracy of 95.12% on the AWID-CLS-R subset, while the Random Forest classifier achieved an accuracy of 94.97% 

on the AWID-ATK-R subset. Furthermore, it was observed that reducing the number of features to a specific limit led to 

an improvement in the accuracy of the models. 

 

In reference [12], the proposal of TermID, a distributed network intrusion detection system, was made. This particular 

approach was developed with the intention of increasing productivity while also ensuring the confidentiality of private 

data. The development process involved the utilization of Classification Rule Induction (CRI) and Swarm Intelligence 

Optimization (SIP) to create a useful model. This model consists of two functional components, namely the central node 

and the monitoring node. The AWID-ATK-R subset was carefully considered and physically divided for each respective 

node. It is worth noting, however, that the accuracy of the system was not made public by the author. 

 

Reference [13] discusses the implementation of an ensemble learning algorithm technique that makes use of the AWID-

CLS-R dataset for the purpose of multi-class classification. The author achieved a highly commendable accuracy rate of 

95.88% in this particular study. Additionally, an interesting observation was made when the assault classes were merged 

into a single class, resulting in an accuracy of approximately 99.11%. However, it is important to highlight that 

distinguishing between impersonation and injection attacks proved to be quite challenging and led to a decrease in 

accuracy. To tackle this issue, a novel machine learning model was employed to effectively differentiate between these 

specific types of assaults. 

 

Reference [14] presents a classification framework that aims to distinguish between difficult and easier samples. The 

Wireless Network Intrusion Detection System (WIDS) implemented within this framework demonstrated an impressive 

accuracy rate of 98.54% for multi-class classification and 99.54% for binary class classification through the application 

of deep learning techniques. 

 

Machine learning techniques played a significant role in the majority of the aforementioned studies, resulting in distinct 

outcomes during their respective result cycles. Consequently, a number of relevant works centered around the AWID 

dataset were presented. In conclusion, ensembled machine learning models possess considerable potential to greatly 

enhance the performance of Intrusion Detection Systems (IDS) in wireless enterprise networks. 

 

IV. METHODOLOGY 

 

The primary aim of this research is to create a robust intrusion detection system (IDS) specifically designed for wireless 

environments. This will be accomplished by utilizing ensembled machine learning (ML) models to enhance the detection 

of attacks compared to using a single model. The research methodology is depicted in Figure 1, consisting of five distinct 

steps: preprocessing, feature selection, identification of attack types, deployment in a client-server environment, model 

evaluation, and comparison with state-of-the-art techniques. 

 

The research objectives associated with the main aim include the following: analyzing and addressing the limitations of 

the AWID dataset, employing feature selection techniques to mitigate overfitting and enhance the performance of the 

models, implementing and analyzing various ML techniques for IDS, constructing a reliable IDS specifically tailored for 

wireless environments using ensembled ML models to improve attack identification, and finally, comparing and 

contrasting the outcomes of the new enhancements with existing approaches. 
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Fig 1. The methodology to build the proposed IDS 

 

A. Pre-Processing 

The AWID dataset [6,15] is a corpus that includes both legitimate and malicious traffic in an effort to aid in the creation 

of effective detection and security mechanisms. The AWID dataset consists of 155 columns and 17,95,575 rows.  

 

You can calculate the number of records for each class in the AWID dataset using the value_counts() method on the 

target variable (the variable that identifies the class of each data point). The dataset is likely to have a class imbalance if 

there is a large disparity in the number of records for each class. 

 

 

Fig 2. Check for Class Imbalance distribution in AWID dataset 

 

https://ijarcce.com/


B. ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

ISO 3297:2007 CertifiedImpact Factor 8.102Peer-reviewed / Refereed journalVol. 12, Issue 8, August 2023 

DOI:  10.17148/IJARCCE.2023.12825 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 180 

The methodology for identifying the presence of class imbalance distribution in the AWID dataset is illustrated in Figure 

2. The results of this analysis are presented in Table 1, which confirms the existence of class imbalance distribution in 

the AWID dataset. To address the shortcomings of the dataset, the following measures were implemented: Basic 

Preprocessing and Synthetic Minority Oversampling Technique (SMOTE). 

 

Several preprocessing steps were performed on the AWID dataset, including: 

 

1. Appending column names to the dataset. 

2. Replacing "?" with NaN values. Additionally, columns with over 60% NaN values were dropped, resulting in the 

removal of 7 columns. 

3. Eliminating columns containing at least one NaN value, which affected a total of 1973 rows. 

4. After the completion of the preprocessing phase, the AWID dataset consisted of 1,793,602 records and 148 features. 

 

Table 1. Count of each class in AWID dataset Table 2. AWID dataset after applying SMOTE 

 

 
SMOTE is utilized to oversample the minority class without modifying the number of records for each class. To control 

the oversampling ratio, the "ratio" parameter in the SMOTE function is employed. This parameter determines the ratio 

of synthetic data points to be generated for the minority class. 

 

In the algorithm represented in Figure 3, the input data is denoted as X, and the target variable is denoted as y. By using 

the fit_resample method, SMOTE is applied to the dataset, and the resampled dataset is returned as X_resampled and 

y_resampled. The resulting dataset will have nearly an equal number of records for each class as the original dataset. The 

outcomes obtained after applying the SMOTE algorithm to the AWID dataset are presented in Table 2. 

 

 

 

Fig 3. Algorithm for SMOTE 
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B. Feature Selection 

In order to optimize the model's performance and reduce the number of input variables, it is beneficial to employ a Feature 

Selection framework. This framework involves selecting a subset of important features from the original set of variables 

based on predefined criteria. By doing so, the dimensionality of the dataset is minimized, and the performance of machine 

learning algorithms is enhanced. Feature selection aims to decrease the number of features, eliminate noisy and irrelevant 

features, and retain only the most relevant ones. 

 

In this research paper, the Feature Selection framework utilizes the Random Forest classifier as a wrapper method. Figure 

4 illustrates the algorithm for selecting the most significant features in a dataset using a random forest classifier in Python. 

The code segment initially divides the dataset into input features (X) and target labels (y). It then trains a random forest 

classifier on the input features and evaluates the importance of each feature based on the trained classifier. Finally, it 

selects the top N features according to their importance and returns the selected features. This approach proves valuable 

for reducing the dataset's dimensionality and improving the classifier's performance. 

 

The results obtained for the Random Forest (RF) classifier are as follows. Since the CNN model for the wireless 

environment was reshaped to 2x5, only the top 10 features were considered for the AWID dataset. Table 3 presents the 

list of these top 10 features selected for the AWID dataset using the RF classifier. 

 

 

Fig 4. Feature selection using Random Forest Classifier for AWID Dataset 

 

Table 3. Selected features for AWID Wireless dataset using Random Forest Classifier 

 

 
 

C. Fool-Proof IDS for Wireless Environments 

The goal of the research study is to combine a number of ensembled machine learning (ML) models to create a unique 

and incredibly reliable intrusion detection system (IDS). The IDS includes three distinct models, namely: 

Algorithm: Feature Selection using Random Forest Classifier for AWID Dataset 

Input: AWID training dataset X 

Output: Selected features 

1 # Split the data into X and y 

2 X = dataset.copy ( ) 

3 y = X.pop (‘Label’) 

4 split_data(X, y) 

5 # Fit random forest classifier on the dataset 

6 rf_classifier = random_forest_classifier.fit (X, y) 

7 # For each feature in the dataset, calculate its importance 

8 for each feature in dataset: 

9 importance = calculate_feature_importance (rf_classifier, feature) 

10 # Select the top N features according to their importance 

11 selected_features = select_top_features (feature, importance) 

12 Return selected_features 
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1. CNN-SVM Hybrid Model: In this model, Convolutional Neural Network (CNN) and Support Vector Machine (SVM) 

approaches are combined into a single model or strategy. 

 

2. SVM-MLP Ensemble Model: In this model, the ensemble output of the individual SVM and Multilayer Perceptron 

(MLP) models is taken into account for prediction. 

 

3. DT-KNN Ensemble Model: The ensemble output from the individual Decision Tree (DT) and K-Nearest Neighbours 

(KNN) models is utilized to make predictions. 

 

The architecture of the proposed fool-proof IDS for the wireless environment is illustrated in Figure 5. In this architecture, 

if any one of the three models predicts an attack, it is classified as an attack, ensuring a robust and reliable detection 

system. 

 

 

 

Fig 5. Fool-Proof IDS Architecture for Wireless Environment 

 

 
 

Fig 6. Algorithm for CNN-SVM Hybrid Model 
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We have generalized the CNN-SVM model to include anomaly detection. CNN can identify even the slightest trend that 

corresponds to the earlier attack. The model is tuned using Early Stopping and ReduceLRonPlateau. The 90:10, 80:20, 

and 70:30 splits were used to train and test the model. The CNN-SVM hybrid model's methodology and model summary 

in a wireless environment are shown in Figure 6. 

 

 
 

Fig 7. Algorithm for SVM-MLP Ensemble model 

 

 
 

Fig 8. Algorithm for DT-KNN Ensemble model 
 

We generalized the SVM-MLP model to include anomaly detection. This makes use of hard voting, which combines 

forecasts using a majority vote. The algorithm for the SVM-MLP Ensemble model in a wireless environment is shown 

in Figure 7. 

 

The DT-KNN model has been overfitted to the available dataset in order to eliminate assaults with even a small number 

of records. This makes use of hard voting, which combines forecasts using a majority vote. The algorithm for the DT-

KNN Ensemble model in a wireless environment is shown in Figure 8. 

 

V. RESULTS AND DISCUSSIONS 
 

A binary classification procedure using several classifier models based on an ensemble of ML algorithms is used for 

intrusion detection. Three splits—90:10, 80:20, and 70:30—are assessed for each model. The accuracy, precision, recall, 

F1-Score, and confusion matrix performance of each model is calculated using a variety of evaluation metrics. 
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Table 4. Summary of classification report results for Wireless Enterprise Networks 

 
 

Table 4 provides a summary of the classification reports for CNN-SVM, SVM-MLP, and DT-KNN models in the context 

of Wireless Enterprise Networks. From the results of CNN-SVM, it can be concluded that the 80:20 data split is suitable 

as the model performs well on both the training and validation data. On the other hand, the 90:10 and 70:30 splits show 

inconsistent performance on the validation data. For SVM-MLP, the 70:30 data split is deemed appropriate as the model 

demonstrates better performance on both the training and validation data. In contrast, the 90:10 and 80:20 splits do not 

align with the experimental results. As for DT-KNN, the results indicate that the 90:10, 80:20, and 70:30 splits yield 

similar outcomes since the DT-KNN model is prone to overfitting. 
 

Table 5 compares the proposed method with existing approaches in terms of prediction accuracy. The scores clearly 

indicate that the newly proposed method surpasses the state-of-the-art techniques in terms of accuracy for Wireless IDS 

environments. 
[[ 

Table 5. State-of-the-Art Comparison for Wireless IDS Environment 
 

 
 
 

VI. CONCLUSION 

 

The research paper introduces and evaluates an ensemble approach for intrusion detection in wireless enterprise networks. 

The findings of the study indicate that the ensemble technique is highly effective for intrusion detection. Among the 

models evaluated, the CNN-SVM model achieved the highest accuracy of 96% in wireless environments, followed by 

the SVM-MLP model with an accuracy of 94%, and the DT-KNN model with an accuracy of 97%. 
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In summary, the study concludes that employing ensembled machine learning models significantly enhances the accuracy 

of intrusion detection systems, resulting in an average improvement of 3% for wireless environments compared to 

individual models.  

 

The ensembled model also demonstrates the ability to detect a wider range of intrusions and exhibits a lower false positive 

rate compared to individual models. These findings highlight the potential of ensembled machine learning models to 

greatly enhance the accuracy and effectiveness of intrusion detection systems. 

 

Future research can expand on these findings by incorporating larger datasets and conducting tests on real-world intrusion 

scenarios. Additionally, there is potential to offer Intrusion Detection Systems as a service based on these advancements.   
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