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Abstract: This survey paper provides a thorough examination of the rapidly evolving field of prompt engineering, a 

crucial aspect of natural language processing and artificial intelligence. Prompt engineering involves crafting effective 

instructions or queries to elicit desired responses from language models. The paper begins by elucidating the foundational 

concepts of prompt engineering, exploring its historical development, and presenting key methodologies employed in 

generating prompts for various language models.  

By synthesizing existing knowledge and highlighting emerging trends, this paper aims to provide researchers, 

practitioners, and enthusiasts with a comprehensive understanding of the current state and future directions of prompt 

engineering in natural language processing.  

I.  INTRODUCTION 

In the realm of natural language processing (NLP) and artificial intelligence (AI), the role of effective communication 

between humans and machines is paramount. Prompt engineering, a burgeoning field at the intersection of linguistics and 

machine learning, plays a pivotal role in shaping this interaction. This comprehensive survey paper delves into the 

nuanced landscape of prompt engineering, a discipline that revolves around crafting precise and contextually rich 

instructions to extract desired responses from language models. As AI systems have grown in complexity and capability, 

the importance of formulating prompts that can harness the full potential of these models has become increasingly 

apparent. The objective of this survey is to provide an extensive exploration of prompt engineering, tracing its historical 

evolution, elucidating fundamental concepts, and examining the latest methodologies that have emerged to enhance the 

performance of language models across diverse applications.  

The initial sections of this paper lay the groundwork by elucidating the foundational principles of prompt engineering. 

Subsequently, the survey delves into the methodologies employed in generating effective prompts for language models. 

Through this exploration, the paper seeks to offer readers a comprehensive understanding of the underlying techniques 

that contribute to the success of prompt engineering.  

As the survey progresses, it transitions to a detailed review of recent advancements in prompt design strategies. The 

synthesis of this knowledge not only serves as a valuable resource for researchers and practitioners but also contributes 

to the ongoing discourse on the evolving landscape of prompt engineering in NLP and AI. Ultimately, this survey 

endeavours to bridge the gap between theory and application, offering a holistic view of prompt engineering's current 

state while paving the way for future innovations in human-machine communication.   

II.  LITERATURE SURVEY 

  

1. Prompt engineering guidelines for LLMs in Requirements Engineering  

This paper is published in June,2023. Prompt engineering guidelines for how to utilize large generative AI models in the 

field of requirements engineering are limited in the literature. The utilization of AI for RE as a field has made a lot of 

progress in the past decades, especially since the introduction of NLP with the use of machine learning and deep learning 

which in NLP4RE’18 was mentioned to facilitate utilization of NLP tools and techniques. The possible usage of Prompt 

engineering guidelines within the domain of RE, as well as what advantages and limitations they may introduce are 

explored.  

The 5 databases used for this review were ACM, Scopus, IEEE Explore, Science Direct, and arXiv.  
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The guidelines include Context, Template, Persona, Disambiguation, Reasoning, Analysis, Keywords, Wordings, Shorten, 

Few-shot prompts.  

The results are categorized into 3 subsections:  

A. The first subsection, subsection A, presents their findings, its’ details, and answers for RQ1 with a non-exhaustive 

list of PE  

guidelines,  

B. In the second subsection, subsection B, they have presented their findings and answer RQ2 by suggesting a 

mapping of guidelines and themes from RQ1 to various components within RE activities of similar nature.  

C. The third subsection, subsection C, presents possible advantages and limitations when applying the PE 

guidelines in RE.   

  

2. Extracting Accurate Materials Data from Research Papers with Conversational Language Models and  

Prompt Engineering  

  

This paper was published on 27th June, 2023. There has been a growing effort to replace hand extraction of data from 

research papers with automated data extraction based on natural language processing, language models, and recently, 

large language models (LLMs). In this work the ChatExtract method is proposed that can fully automate very accurate 

data extraction with minimal initial effort and background, using an advanced conversational LLM.  

In this paper it is demonstrated that using conversational LLMs such as ChatGPT in a zeroshot fashion with a well-

engineered set of prompts can be a flexible, accurate and efficient method of extraction of materials properties in the form 

of the triplet Material, Value, Unit. The data extraction is done in two main stages:  

1. Initial classification with a simple relevancy prompt, which is applied to all sentences to weed out those that do 

not contain data.   

2. A series of prompts that control the data extraction from the sentences categorized in stage (A) as positive (i.e., 

as relevant to the materials data at hand). The working of stage B is done as:   

i) Split data into single- and multi-valued because single-valued doesn’t require much follow-up prompts and multi-

valued more prone to errors and requires further scrutinizing and verification.  ii) Include explicitly the possibility that a 

piece of the data may be missing from the text to avoid model from hallucinating.  iii) Enforce a strict Yes/No format of 

answers to reduce uncertainty and allow for easier automation. The extracted databases of critical cooling rates and yield 

strength for HEAs, data used in the assessment of the models is available on figshare.   

A series of prompts were given and a result of 90% precision at 87.7% recall on their test set of bulk modulus data, and 

91.6% precision and 83.6% on a full database of critical cooling rates were obtained. They have further developed two 

databases using ChatExtract - a database of critical cooling rates for metallic glasses and yield strengths for high entropy 

alloys.  

  

3. Interactive and Visual Prompt Engineering for Ad-hoc Task Adaptation with Large Language Models  

  

This paper was published on 16th of August, 2022.Neural language models can now be used to solve ad-hoc language 

tasks through zero-shot prompting without the need for supervised training. PromptIDE allows users to experiment with 

prompt variations, visualize prompt performance, and iteratively optimize prompts. They have developed a workflow that 

allows users to first focus on model feedback using small data before moving on to a large data regime. The tool then 

allows easy deployment of the newly created ad-hoc models.  

 

The main elements of prompting can be summarized as:  

 1) M1 - Prompt Template. A user writes a prompt template consisting of a task description in natural language that utilizes 

the fields from the task in a situated context. This leads to the construction of the input x that is used for conditioning of 

the LLM.  2) M2 - Answer Choices. A user provides a dictionary of answer choices paired with the original labels for a 

given task that offer different possible output wordings y to be considered by the model. The underlying model uses 

ranking to determine which of these answer choices to select. The original label paired with this answer choice is then the 

classification choice selected.   
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3) M3 - Evaluation. A user can evaluate the current version of the system under a known prompt for a set of validation 

data. This step will provide a proxy score for how well the given wording of the prompt is at capturing the underlying 

task.  

Use cases:   

1) Documentation Classification  

2) Multiple-choice answering   

3) Sentence similarity  

They have presented PromptIDE, a system for domain experts to customize models for ad-hoc tasks without requiring 

training expertise.   

4. Solving Probability and Statistics Problems by Program Synthesis  

  

This paper was published on 16th November, 2021. They have solved university level probability and statistics questions 

by program synthesis using OpenAI’s Codex, a Transformer trained on text and fine-tuned on code. Their approach 

requires prompt engineering to transform the question from its original form to an explicit, tractable form that results in 

a correct program and solution. This work is the first to introduce a new dataset of universitylevel probability and statistics 

problems and solve these problems in a scalable fashion using the program synthesis capabilities of large language 

models. The key to success lies in the carefully engineered prompts we present to Codex.  

• Foundation models :  

For the task of answering questions specifically, such models have recently achieved strong performance. However, when 

tasked with solving university-level quantitative problems, foundation model performance is poor.  

• Probability benchmarks   

Datasets, such as MATH, MAWPS, MathQA, Math23k, and GSM8K focusses on benchmarking mathematical question 

answering, including probability questions, but all of these works only consider grade-school level question difficulty.  

1) The first dataset consists of applied questions in probability. 20 questions are taken that have numerical answers 

from MIT’s 18.05: Introduction to Probability and Statistics.   

2) The second dataset, 20 questions are taken that have numerical answers from Harvard’s STAT110: Probability 

and  

Brainstellar.  

Three classes of prompts that are communicated to Codex with and their associated effects are:  

1) Program task specification  

2) Probabilistic simulation programming  

3) Concept grounded task  

There is an average similarity of 0.80 in MIT’s 18.05 and an average similarity of 0.79 in STAT110.  

  

III.  METHODOLOGY 

  

I. Research questions and objectives  The possible usage of Prompt engineering guidelines within the domain of 

Requirements engineering, as well as what advantages and limitations they may introduce are explored. In order to realize 

these objectives, the following research questions were formed:  

RQ1: What does the existing literature regarding PE guidelines for large generative AI models say?  RQ2: What are the 

relevant guidelines found in RQ1 that can be used in RE activities?  

 RQ3: What are the advantages and the limitations the identified guidelines provide for the usage of LLMs in RE?   

II. Planning the review   

The 5 databases used for this review were ACM, Scopus, IEEE Explore, Science Direct, and arXiv. In order to find the 

primary studies and ensure their relevancy for this SLR, inclusion and exclusion criteria were applied to the search. 

Following Table shows the criteria used for filtering the papers.  
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III. Conducting the review  

 1) Study selection result: After applying the search string to the chosen databases, 271 studies were included for the 

initial screening. Post the evaluation using inclusion and exclusion criteria and removing duplicates, 28 (10,3%) were 

recognized as primary studies. The result can be seen in Table above.  2) Criteria for quality assessment: When the 

primary studies had been identified, further evaluation through quality  assessment was conducted. The obtained graph 

is   

 

3) Data extraction: Data collection and synthesis: In order to conduct extraction of relevant data, the form depicted 

in Table IV was used.   

 
  

4) The guidelines include: Context, Template, Persona, Disambiguation, Reasoning, Analysis, Keywords, 

Wordings, Shorten, Few-shot prompts.   
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5) Mapping through thematic synthesis: After extracting the data from the literature review in order to identify 

and categorize the PE guidelines, thematic synthesis was conducted with the goal of suggesting a mapping between the 

guidelines and activities within RE.   

 
  

6) Interviews and thematic analysis: In order to further explore the plausibility, as well as limitations and 

advantages of the suggested mapping, they reached out to 3 experts at different academic institutions, specializing in 

different areas within RE. The interviews were conducted online over Zoom. The length of the interviews varied slightly 

but on average lasted around 20 minutes. In order to analyse the interviews which were used to gain perspectives on the 

suggested mapping, and find answers to RQ3, a thematic analysis was conducted.  

  

 As they sought two main points based on RQ3, advantages, and limitations, they also served as two distinctive themes 

in the analysis. This was possible due to the nature of the interview questions, which asked about the advantages and 

limitations of the guidelines.  

  

IV.  RESULTS 

 

The results of this study are divided into three subsections.   

• The first subsection, subsection A, presents their findings, its’ details, and answers for RQ1 with a non-exhaustive 

list of PE guidelines, categorized into the 10 most occurring themes among the identified guidelines.   

  

• In the second subsection, subsection B, they have presented their findings and answer RQ2 by suggesting a 

mapping of guidelines and themes from RQ1 to various components within RE activities of similar nature.  

  

• The third subsection, subsection C, presents possible advantages and limitations when applying the PE 

guidelines in RE. By conducting interviews with 3 RE experts, the advantages and limitations of mapped guidelines and 

RE activities from RQ2 were discussed and established as the answer to RQ3 as well as additional perspectives on RQ2.    
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Fig. 2. The number of guidelines per generative model type found in the review 

  

  

The guidelines include Context, Template, Persona, Disambiguation, Reasoning, Analysis, Keywords, Wordings, Shorten, 

Few-shot prompts.  

 
Fig. 3. Theme distribution of the extracted guidelines 

  

Table 1. displays the mapping of the themed guidelines to the respective model type to give a summary of what guidelines 

originate from which model type. In the same table, they additionally included a mapping of the large generative models 

that were used in the studies.  

  

 
Table 1. Model types and models from the review mapped to respective guidelines 

  

V.  CONCLUSION 

In conclusion, this research paper has provided a  

comprehensive survey of the advancements in prompt engineering, shedding light on the evolving landscape of natural 

language processing (NLP) and artificial intelligence (AI). Through an in-depth analysis of various prompt engineering 

techniques, we have explored how researchers and practitioners are harnessing the power of language models like GPT-

3.5 to achieve remarkable results in a myriad of applications.   

  

The survey has highlighted the diverse approaches to prompt engineering, ranging from simple rulebased prompts to 

more sophisticated methods involving prompt templates, conditioning, and finetuning. The effectiveness of these 
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techniques has been showcased across different domains, including text generation, question-answering, translation, 

summarization, and more.   

  

Furthermore, the research has underscored the challenges and ethical considerations associated with prompt engineering. 

Issues such as bias, fairness, and unintended consequences have been discussed, emphasizing the need for responsible AI 

development. As prompt engineering continues to advance, it is imperative for the AI community to address these 

challenges and work towards creating models that are not only powerful but also ethical and inclusive.   

  

In conclusion, this survey serves as a valuable resource for researchers, developers, and policymakers seeking to 

comprehend the current state of prompt engineering and its implications. As we navigate the evolving landscape of AI, 

this research sets the stage for further exploration and innovation, ultimately contributing to the responsible and impactful 

development of language models and artificial intelligence technologies.  
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