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Abstract: Skin cancer presents a significant global health challenge, necessitating early and accurate diagnosis for 

patient survival. However, clinical evaluation of skin lesions is hindered by long waiting times and subjective 

interpretations. To address these issues, deep learning techniques have been leveraged to assist dermatologists in 

making more precise diagnoses. In this project, we aimed to develop reliable deep learning prediction models for skin 

cancer classification, addressing class imbalance and facilitating model interpretation. Initially, a Convolutional Neural 

Network (CNN) was optimized using the HAM10000 dataset, achieving 81% accuracy with the combination of Swish 

activation function and RMSprop optimization. To further enhance performance, we explored advanced models such as 

Xception and DenseNet, anticipating an accuracy of 90% or higher. Additionally, we propose extending the project by 

integrating these models into a user-friendly interface using the Flask framework, enabling user testing with 

authentication. This comprehensive approach holds promise for improving early detection and treatment of skin cancer, 

ultimately reducing its morbidity and mortality. 

 

Index Terms: Skin cancer, Optimised CNN, Optimization functions, Activation functions 

 

I. INTRODUCTION 

 

Skin cancer poses a significant and growing threat to public health globally, with its incidence rising steadily over 

the past decade. According to the World Health Organization (WHO), skin cancer now accounts for approximately one-

third of all cancer cases worldwide. This alarming trend is particularly pronounced in nations such as the United States, 

Australia, and Canada, where incidence rates have surged . Tragically, skin cancer claims the lives of over 15,000 

individuals annually, with specific types, such as melanoma, exhibiting particularly high mortality rates. 

 

The increase in skin cancer incidence can be attributed to various factors, including environmental changes and lifestyle 

habits. The depletion of the ozone layer has led to a rise in hazardous ultraviolet (UV) radiation reaching the Earth's 

surface .  

 

UV radiation is a well-established carcinogen, capable of damaging skin cells and increasing the risk of malignant 

transformation. Furthermore, lifestyle factors such as smoking, alcohol consumption, certain medical conditions, 

infections, and environmental exposures contribute to the development of malignant cells. 

 

Skin cancer encompasses a diverse range of malignancies, classified into two main categories: malignant and non-

malignant tumors . Malignant tumors exhibit various characteristics and can arise from different cell types, including 

squamous cells, basal cells, melanocytes, and others . Among these, malignant melanoma stands out as particularly 

concerning due to its potential to metastasize, leading to widespread dissemination and reduced survival rates . 

 

Despite advances in medical technology, diagnosing skin cancer remains challenging. Clinical evaluation, while 

essential, is fraught with limitations such as subjectivity and long waiting times . 

 

In response, researchers have turned to computer-assisted diagnostic approaches to augment dermatologists' 

capabilities and improve diagnostic accuracy, efficiency, and objectivity. These technologies leverage machine learning 

and deep learning algorithms to analyze skin lesions and aid in the identification of cancerous growths. 
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In this paper, we explore the rising incidence of skin cancer, its contributing factors, and the challenges associated with 

its diagnosis. We delve into the various types of skin cancer, focusing on their characteristics and implications for 

patient outcomes.  

 

Additionally, we review the environmental and lifestyle factors that influence skin cancer development. Furthermore, 

we discuss the limitations of current diagnostic methods and the potential of computer-assisted diagnostic approaches to 

address these challenges. 

 

Through this comprehensive review, we aim to provide a thorough understanding of the skin cancer landscape, 

highlighting the urgent need for improved diagnostic strategies. By harnessing the power of technology, particularly 

machine learning and deep learning algorithms, we envision a future where early and accurate detection of skin cancer is 

achievable, ultimately leading to improved patient outcomes and reduced mortality rates. 

 

II. LITERATURE SURVEY 

 

Skin cancer is a significant global health concern, and researchers worldwide have been investigating various aspects of 

its epidemiology, diagnosis, and treatment. In this literature survey, we review key studies that provide insights into the 

incidence, classification, and diagnostic methodologies associated with skin cancer. 

 

AlSalman et al.conducted a single-center study in Saudi Arabia to investigate the prevalence and characteristics of 

nonmelanoma skin cancer (NMSC). Their findings shed light on the epidemiology of NMSC in the region, highlighting 

the importance    of    localized    studies    to understand regional variations in skin cancer incidence. 

 

Nehal and Bichakjian provided an update on keratinocyte carcinomas, a group of skin cancers that include basal cell 

carcinoma (BCC) and squamous cell carcinoma (SCC). Their review synthesized recent advancements in the 

understanding of these common skin cancers, including risk factors, molecular pathways, and treatment options. 

 

The American Cancer Society (ACS) publishes key statistics on melanoma skin cancer, providing valuable insights into 

the prevalence, mortality, and survival rates associated with this aggressive form of skin cancer. Such statistics are 

essential for informing public health policies and guiding research priorities in the field of skin cancer. 

 

Albahar proposed a novel approach for skin lesion classification using convolutional neural networks (CNNs). Their 

study demonstrated the potential of deep learning algorithms in accurately classifying skin lesions, thereby aiding in 

early detection and diagnosis of skin cancer. 

 

Hasan et al.conducted a comparative analysis of skin cancer detection using CNNs, focusing on the classification of 

benign and malignant lesions. Their study highlighted the utility of deep learning techniques in distinguishing between 

different types of skin lesions, contributing to the development of automated diagnostic systems for skin cancer. 

 

Siegel provided comprehensive statistics on colorectal cancer, underscoring the importance of cancer surveillance and 

early detection efforts in reducing cancer- related morbidity and mortality. While not directly related to skin cancer, 

such epidemiological data emphasize the broader context of cancer research and public health initiatives. 

 

Ajagbe et al. explored the application of deep convolutional neural networks (DCNNs) for the multi-classification of 

Alzheimer's disease using magnetic resonance images (MRI). While Alzheimer's disease differs from skin cancer, their 

study exemplifies the versatility of deep learning algorithms in medical image analysis and disease diagnosis. 

 

Barata et al.proposed a deep attention model for the hierarchical diagnosis of skin lesions, leveraging the power of 

attention mechanisms in deep learning architectures. Their approach demonstrated promising results in accurately 

diagnosing skin lesions, offering potential advancements in computer-aided diagnosis of skin cancer. 

 

Overall, the literature survey highlights the multidisciplinary nature of skin cancer research, encompassing 

epidemiology, molecular biology, imaging, and computational methodologies. Studies investigating novel diagnostic 

approaches, such as deep learning algorithms, hold promise for improving the early detection and management of skin 

cancer, ultimately contributing to better patient outcomes and reduced mortality rates. 
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III. METHODLOGY 

a) Proposed work: 

 

The proposed work aims to enhance skin cancer diagnosis through the integration of advanced deep learning techniques, 

specifically an optimized Convolutional Neural Network (CNN) trained on the HAM10000 dataset. This system will 

accurately classify skin lesions into various categories of skin cancer, potentially leading to earlier detection and 

treatment. Additionally, DenseNet and Xception architectures will be incorporated, with Xception achieving an 

impressive accuracy of 96%. The deployment of Xception will bolster the system's efficacy in skin cancer classification. 

Furthermore, a user-friendly front-end interface will be developed using the Flask framework, allowing for easy access 

and testing. To ensure security, user authentication features will be implemented, providing an added layer of protection 

to the skin cancer classification process. 

 

b) System Architecture: 

 

The proposed system architecture begins with the input of skin lesion images from the dataset. These images undergo 

preprocessing and image processing techniques to enhance their quality and extract relevant features. The processed 

images are then fed into the model building phase, where Convolutional Neural Networks (CNNs) are employed to 

construct predictive models for skin cancer classification. 

 

The CNNs are trained on the dataset to learn the patterns and characteristics associated with different types of skin 

lesions. Performance evaluation metrics are utilized to assess the accuracy and effectiveness of the models in 

classifying skin cancer. This includes measures such as precision, recall, and F1-score. 

 

The final system architecture integrates the trained models, particularly leveraging advanced architectures like DenseNet 

and Xception, to achieve superior performance. The system facilitates skin cancer classification by accurately 

categorizing skin lesions into respective cancer types, thereby aiding in early diagnosis and treatment planning. 

 

Fig 1 Proposed Architecture 

 

c) Dataset collection: 

 

The Skin Cancer HAM10000 dataset is a curated collection of dermatoscopic images, containing a diverse array of skin 

lesions, including various types of benign and malignant skin cancers. The dataset was meticulously assembled from 

different sources, including academic institutions and clinical settings, to provide a comprehensive representation of 

skin lesions encountered in real-world scenarios. 
 

Each image in the dataset is accompanied by detailed metadata, including information on the lesion type, patient 

demographics, and clinical annotations. This rich metadata enables researchers to conduct in-depth analyses and 

develop robust machine learning models for skin cancer classification. 
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The data collection process adhered to rigorous quality control standards to ensure the accuracy and reliability of the 

dataset. Additionally, efforts were made to maintain patient privacy and confidentiality throughout the data collection 

and curation process. 

 

Overall, the Skin Cancer HAM10000 dataset serves as a valuable resource for researchers and practitioners in the field 

of dermatology, facilitating advancements in skin cancer diagnosis and treatment. 

 

Fig 2 data set 

 

d) Image processing: 

 

Image processing using ImageDataGenerator involves a series of transformations aimed at augmenting the 

dataset and improving the robustness of the model. Firstly, images are rescaled to ensure uniformity in pixel values. 

Shear transformations introduce geometric deformations, mimicking variations in lesion orientation. Zooming adjusts 

the image scale, simulating varying distances from the camera. Horizontal flips horizontally mirror images, 

diversifying the dataset further. Reshaping standardizes image dimensions, facilitating compatibility with the 

model architecture. 

 

These transformations collectively enhance the dataset's diversity, enabling the model to generalize better to unseen 

data and reducing overfitting. By incorporating variations commonly encountered in real-world scenarios, such as 

changes in lesion orientation or camera distances, the augmented dataset better reflects the complexities of skin lesion 

imaging. Consequently, the model trained on such augmented data exhibits improved performance and robustness in 

skin cancer classification tasks. 

 

e) Algorithms: DCNN - Adam-Relu: 

This configuration employs the Adam optimizer with the Rectified Linear Unit (ReLU) activation function in a Deep 

Convolutional Neural Network (DCNN). Adam is an adaptive learning rate optimization algorithm, while ReLU[6] is a 

popular activation function that introduces non-linearity into the network. 

 

In the project, this setup is utilized to train the DCNN model for skin cancer classification. Adam optimizes the model's 

weights during training, while ReLU introduces non-linearity, enabling the model to learn complex patterns in the data 

efficiently. 

 

DCNN - Adam-Swish: 

This configuration uses the Adam optimizer with the Swish activation function in a Deep Convolutional Neural 

Network (DCNN).Swish is a recently proposed activation function known for its smoother gradients compared to 

ReLU, potentially enhancing training stability. 

 

In the project, this configuration is employed for training the DCNN model. Adam optimizes the model parameters, 

while Swish introduces non-linearity, contributing to improved learning dynamics and potentially enhancing the model's 

performance in skin cancer classification tasks. 
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DCNN - Adam-Tanh: 

 

This setup utilizes the Adam optimizer with the Hyperbolic Tangent (Tanh) activation function in a Deep 

Convolutional Neural Network (DCNN). Tanh is another activation function capable of introducing non-linearity into 

the network. 

 

In the project, this configuration is applied for training the DCNN model. Adam optimizes the model's weights, while 

Tanh provides non-linear transformations to the network's outputs, aiding in capturing complex patterns in the data. 

 

DCNN - RMSprop-Relu: 

 

This configuration employs the RMSprop optimizer with the Rectified Linear Unit (ReLU)activation function in a Deep 

Convolutional Neural Network (DCNN). RMSprop is an adaptive learning rate optimization algorithm, while ReLU 

introduces non-linearity into the network. 

 

In the project, this setup is utilized for training the DCNN model. RMSprop adjusts the learning rates adaptively, while 

ReLU introduces non-linearity, enabling the model to learn complex patterns efficiently. 

 

DCNN - RMSprop-Swish: 

 

This setup uses the RMSprop [10]optimizer with the Swish activation function in a Deep Convolutional Neural 

Network (DCNN). Swish is known for its smoother gradients compared to ReLU, potentially enhancing training 

stability. 

 

In the project, this configuration is employed for training the DCNN model. RMSprop optimizes the model's 

parameters, while Swish introduces non- linearity, contributing to improved learning dynamics and potentially 

enhancing the model's performance. 

 

DCNN - RMSprop-Tanh: 

 

This configuration utilizes the RMSprop optimizer with the Hyperbolic Tangent (Tanh) activation function in a Deep 

Convolutional Neural Network (DCNN). Tanh is capable of introducing non- linearity into the network's outputs. 

 

In the project, this setup is applied for training the DCNN model. RMSprop optimizes the model's weights, while Tanh 

provides non-linear transformations to the network's outputs, aiding in capturing complex patterns in the data. 

 

DenseNet201: 

 

DenseNet201 is a deep convolutional neural network architecture characterized by dense connections between layers, 

facilitating feature reuse and enhancing model performance. 

 

In the project, DenseNet201 is employed as one of the deep learning architectures for skin cancer classification. Its 

dense connectivity allows for effective feature propagation through the network, enabling the model to capture intricate 

patterns in skin lesion images and achieve high classification accuracy.  

 

Xception: 

 

Xception is a convolutional neural network architecture known for its depth-wise separable convolutions, which reduce 

the number of parameters and computational complexity while maintaining model effectiveness. 

 

In the project, Xception is utilized as a deep learning architecture for skin cancer classification. Its efficient design 

enables the model to extract relevant features from skin lesion images effectively, leading to accurate classification 

results.  

 

Additionally, Xception's reduced computational requirements make it suitable for deployment in resource- constrained 

environments. 
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IV. EXPERIMENTAL RESULTS 

 

Accuracy: The accuracy of a test is its ability to differentiate the patient and healthy cases correctly. To estimate the 

accuracy of a test, we should calculate the proportion of true positive and true negative in all evaluated cases. 

Mathematically, this can be stated as: 

 

Accuracy = TP + TN TP + TN + FP + FN. 

 

 
 

 

Fig 3 ACCURACY COMPARISON GRAPH 

 

Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones classified as 

positives. Thus, the formula to calculate the precision is given by: 

 

Precision = True positives/ (True positives 

+ False positives) = TP/(TP + FP) 
 

 

 

Fig 4 PRECISSION COMPARISON GRAPH 
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Recall: Recall is a metric in machine learning that measures the ability of a model to identify all relevant instances of a 

particular class. It is the ratio of correctly predicted positive observations to the total actual positives, providing insights 

into a model's completeness in capturing instances of a given class. 

 

 

 

Fig 5 RECALL COMPARISON GRAPH 

 

F1-Score: F1 score is a machine learning evaluation metric that measures a model's accuracy. It combines the precision 

and recall scores of a model. The accuracy metric computes how many times a model made a correct prediction across 

the entire dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 6 F1 COMPARISON GRAPH 
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Fig 7 PERFORMANCE EVALUATION 
 

 

Fig 8 HOME PAGE 

 

 

Fig 9 sign up 
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Fig 10 sign in 

 

 

Fig 11 upload input images 

 

 

Fig 12 predicted result 

 

Similarly we can try another inputs data to predict results for given input data 
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V. CONCLUSION 

 

In conclusion, the project successfully developed robust deep learning prediction models for skin cancer classification, 

effectively addressing class imbalance and achieving high accuracy. Leveraging optimized CNNs significantly 

improved the speed and accuracy of diagnosis, enabling earlier detection and treatment of skin cancer. The 

implementation of an end-to-end smart healthcare system, integrated into an android application, offers a practical tool 

for doctors to make informed diagnoses in the early stages of skin cancer. 

 

Moreover, the extension of the project with Xception and DenseNet architectures further enhanced classification 

accuracy, with Xception achieving an impressive 96% accuracy rate. The integration of a user-friendly Flask interface 

with secure authentication enhanced the usability of the system during testing, ensuring a smooth and efficient user 

experience. Overall, the project demonstrates the potential of deep learning and smart healthcare technologies in 

revolutionizing skin cancer diagnosis and improving patient outcomes. 

 

VI. FUTURE SCOPE 

 

The feature scope of the proposed "Interpretable Skin Cancer Classification Using Optimized Convolutional Neural 

Network for a Smart Healthcare System" encompasses several key aspects aimed at enhancing the interpretability and 

effectiveness of skin cancer classification. 

 

Firstly, the system will incorporate explainable AI techniques to provide insights into the decision-making process of 

the Convolutional Neural Network (CNN), enabling clinicians to understand the reasoning behind each classification. 

 

Secondly, it will offer real-time feedback on model predictions, allowing healthcare professionals to interactively 

explore and validate the model's outputs. 

 

Additionally, the system will include features for data visualization, such as heatmaps highlighting regions of interest 

within skin lesions, aiding in the identification of diagnostic indicators. 

 

Furthermore, the scope extends to integrating patient-specific data, including medical history and risk factors, to 

enhance the precision and personalized nature of skin cancer diagnosis. 

 

Overall, the feature scope emphasizes interpretability, real-time feedback, data visualization, and personalized diagnosis, 

ensuring a comprehensive and effective skin cancer classification system within a smart healthcare framework. 
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