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Abstract: This research discusses the interface of Command Line Interface (CLI) with OpenAI, thus leading to more 

effective CLI. The command line serves as a powerful instrument for the interaction with the computer systems through 

textual commands and with an open-door policy, the OpenAI platform is a serious contender in the field of NPL with 

contextual understanding of the written word. CLI integrates with OpenAI so as to help users handle a bunch of tasks 

such as system administration, better programming among many others. CLI will be able to act more naturally towards 

user inputs with open AI's language models by responding in a more logical, conversational manner thus creating a better 

user experience and lowering the learning curve of users. The study here undertakes integrating CLI with OpenAI for 

improvement of user experience and easier inventory of tasks in system administration, software development and data 

analysis. The objective is finding out the advantages, challenges and implications that arise in the process of blending 

these methods of interaction making the process and production smooth. The technique involves developing an interface 

that incorporates processors that are supported by OpenAI's languages capturing abilities. The mechanisms for 

obstructing the user command, connecting to OpenAI API through an API, and obtaining the response are researched. 

Interaction process incorporates command syntax, contextual comprehension and response accuracy for incorporating 

users with the system interfaces. This addition of CLI alongside open AI allows the user to command intelligently in the 

natural language and gets intelligent replies back. At the same time, the privacy requirements and the model biases 

existence in this phase require critical study to ensure optimal performance. This merging shows that some progress is 

being achieved in the field of human-computer interaction, with further perfection and modifying processes still being 

explored. 
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I. INTRODUCTION 
 

CLI helps execution of tasks immediately and therefore in a very fast and efficient manner, by commanding the system 

using API interface. Along with being a time saver, the tool also brings technical users into their comfort zone because 

they use CLI more than GUI. Light-weight CLI commands that use less memory can perform swift correct decisions 

under a variety of bad conditions. At a multi sided firm's employees gain very specific technical experience and learn the 

system by practically using it. Additionally, knowing CLI commands and realizing how to control them can resolve 

various issues, accomplish more complex tasks, and even give you comprehension of how any specific computer actually 

works.  

 

II . Research Gap Contextual Understanding: 

Despite the fact that the progress in AI built by OpenAI whiz kids is a big leap, it can quite often be in a bind in the 

interpretation of the context and the purpose in the commands of the users in the CLI but environment. Among other 

aspects, the context recognition and the fact that the human language can be straightforwardly parsed into queries and 

commands to the AI companion are the issues our current age is faced with. Response Accuracy and Relevance: 

Humanize this sentence by providing practical tips and examples of AI communications that contain audio signals that 

are highly related to the domain of command line interface while responding to the requests of the users that are precise 

and understandable. On the other hand, while AI systems are tasked with following user orders and making sense they 

should do so without committing errors and confusing humans but being in line with human expectations as well is a 

struggle of such dialogue. Real-time Responsiveness: Attention! The CLI customers should understand that speed and 

effectiveness is a priority. Also, building the Open AI's language models inside the CLI entailment and the fact that in 

few cases this can be very fine, but it has technical problems poses a difficulty, perhaps particularly when embedding 

some resource-consuming issues. Privacy and Security: The CLI might use it during the transmission of information 

confidentiality or the execution of the order-related assignments with respect to data's sensitivity when brought along 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.102Peer-reviewed & Refereed journalVol. 13, Issue 4, April 2024 

DOI:  10.17148/IJARCCE.2024.13494 

© IJARCCE               This work is licensed under a Creative Commons Attribution 4.0 International License                 645 

with the integration of OpenAI on CLI. This type of enquiry is not desirable from the point of view of their AI service 

with security issues which users may consider sensitive as a problem.  

 

Customization and Adaptation: Instructional methods for CLI (command line interface) users could vary from what the 

users are used to at that settings time standard menus and features may not be able to meet users' needs. 

 

Adapting to particular circumstances of CLI as well as representation of the users' individual needs and preferences 

demands a lot of effort that mostly goes into solving problems concerning new design, ] interactivity and interface design. 

 

II. LITERATURE SURVEY 
 

1. Partha Pratim Ray(2023). This comprehensive review examines the transformative impact of ChatGPT, an advanced 

AI language model, on scientific research and various industries such as customer service, healthcare, and education. 

Delving into its origins, technological underpinnings, and key milestones, the paper highlights ChatGPT's evolution from 

the Generative Pre-trained Transformer (GPT) architecture, emphasizing its distinction from Generative Adversarial 

Network (GAN) models. It addresses critical challenges including ethical concerns and data biases while proposing 

strategies for mitigation. Envisioning the future, the review explores opportunities for integration with other technologies, 

improved human-AI interaction, and bridging the digital divide. Despite controversies, ChatGPT continues to captivate 

attention for its potential to revolutionize research and industry practices.[1]  

 

2.Dinesh Kalla(2023).This literature survey delves into the profound impact of ChatGPT, an innovative AI technology 

developed by OpenAI, across various domains. Tracing its origins and developmental trajectory within the Generative 

Pre-trained Transformer (GPT) architecture, the survey elucidates the operational framework of ChatGPT, emphasizing 

its deep neural network architectures and iterative training methodologies.  

 

Through case studies and real-world applications, it explores ChatGPT's transformative influence in academia, industry, 

and beyond, highlighting its role in enhancing productivity, fostering collaboration, and reshaping communication 

paradigms. Despite its advantages in natural language generation and scalability, the survey acknowledges challenges 

such as bias in responses and limitations in emotional intelligence, underscoring the importance of ongoing research and 

ethical considerations. Looking ahead, the survey envisions promising opportunities for innovation and collaboration, 

positioning ChatGPT as a catalyst for future advancements in AI-driven conversational agents.[2]  

 

3.Devadas Menon , K Shilpa(2023) In this qualitative investigation, the study delves into the determinants influencing 

users' acceptance and utilization of OpenAI's ChatGPT, leveraging the Unified Theory of Acceptance and Usage of 

Technology (UTAUT) model. Through insightful semi-structured interviews involving 32 users from India, the research 

discerns pivotal factors dictating users' interactions with ChatGPT. Alongside the fundamental UTAUT constructs, such 

as performance expectancy and effort expectancy, the study identifies additional dimensions like perceived interactivity 

and privacy concerns as influential in users' engagement with ChatGPT.  

 

Moreover, the analysis unveils that age and experience play a moderating role, shaping the significance of these factors 

in users' decision-making processes. The study's implications extend beyond mere user behavior analysis, offering 

actionable insights for developers to refine ChatGPT's design and functionality, thus enhancing its usability and adoption. 

Furthermore, by contributing to the burgeoning literature on AI technology acceptance, this research informs broader 

discussions surrounding the societal integration of advanced AI-driven solutions like ChatGPT.[3]  

 

4.Tom Fellmann , Manolya Kavakli(2007)This paper investigates the utility of Command Line Interfaces (CLIs) versus 

Graphical User Interfaces (GUIs) in the development of Virtual Reality (VR) systems, focusing on coding expertise and 

the differing approaches of novice and expert programmers. It presents a comparative analysis of the advantages and 

disadvantages of both interfaces, considering factors such as ease of use, productivity, resource consumption, and 

scriptability. The study emphasizes the necessity for GUIs, even for skilled programmers, in simplifying complex VR 

systems and enhancing user efficiency through pre-initialized settings and logical order presentation. Additionally, it 

underscores the importance of adaptability in GUI design to accommodate varying levels of programming proficiency. 

Through this investigation, the paper contributes to understanding the interface preferences and requirements in VR 

development, offering insights into optimizing programming environments for diverse user groups.[4] 
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III. SYSTEM ANALYSIS 
 

 
                                                                                           

Fig 1. API architecture and its flow 

 

The image depicts a typical API (Application Programming Interface) architecture and its flow. The main components 

represented are: 

 

1. Users: The entities that send requests to the API and receive responses from it.  

 

2. API: The core component that handles user requests and responses. It consists of the following sub-components:   
 

          -Endpoint: The entry point where user requests are received.  
 

          -Request validation: This component validates the incoming requests to ensure they are well-formed and meet the 

required criteria.  
 

          -Handler: This component processes the validated requests and performs the necessary operations.  
 

        -Response validation: This component validates the responses generated by the handler before sending them back 

to the users.  

 

3. OpenAPI: This component represents the OpenAPI specification, which is a standardized way to define and document 

APIs. 

4. Database: The API undertakes execution of its functions by interacting with the database such that the database stores 

and retrieves data during request processing.  

The flow illustrated in the diagram is as follows:The flow illustrated in the diagram is as follows:  

 

1.The users start making the API calls.  

 

2. Therefore, The requests are destined to land at the endpoint.  

 

3. Subsequently, the requests use Back-end Validation for authenticating if they are valid.  
 

4. The marked requests then push to the Handler for the processing.  
 

5. The Hands of the Modules which have been demarcated are to be validated during the Response generation.  

 

6. The action is at the discretion of the Users.  
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This diagram offers a simple yet detailed view of a logical structure of an API and the significant elements within this 

design: the incoming of user requests, responding to them, interaction with the database and the Open API format for 

API documentation. 

 

Problem Statement:The purpose of the project is to create a Node.js software that connects a command-line interface 

(CLI) with OpenAI's GPT-3 API.The application should be able to communicate with users via the command-line 

interface and have the features of the interface so that is easy to access the GPT-3's natural language processing functions 

and receives replies. 

 

System Components: Node.js app with CLI app: The main system that handles the flow of input between the CLI, the 

application logic, and the API  

 

OpenAI GPT-3 API: The service which is bought from outside is dedicated to the consideration of natural language and 

the generating of replies on a basis of user input.  

 

System Requirements:Functionalities: The system has to offer the user to type in a query text through the CLI interface.  

 

Security: Make sure implementation of API keys and data door care.  

 

Error Handling: Take care with reverting error handling mechanism to the proper level which is unexpected occurrences.  

 

User Experience: The graphical user interface of the CLI interface should help users to perform operations easily in a 

logical manner as quick responses and direct feedback are expected from users.  

 

System Workflow:A user provides the CLI command/query, the Node.js application processes it, and makes the request 

to the GPT-3 API. The GPT-3 API generates a response depending on what was requested.  

 

The response is sent by the API to the Node.js application that displays it in the CLI interface for the user to view.  

 

Data Flow:  

 

Input data: Users enter their commands at the prompt which the CLI interface provides via the prompt.  

 

Output data: The responses depend on the underlying OpenAI GPT-3 API. 

 

Guarantee like integrity of data exchanged between Node.js application and GPT-3 API.  

 

Modeling and Architecture:Apply a Node.js event-based architecture to deal with asynchronous and I/O operations 

smoothly.Break down the issues into small components with different responsibilities for reduced complexity and 

improved maintainability. Use npm packaging for cli interaction and API request handling.  

 

Testing and Validation:The unit tests should be used to guarantee the accuracy of the modules and functions of the app. 

Validation of the interaction between CLI, application logic, and GPT-3 API should be done via integration testing. 

Usability feedback from users should be used as a means to prevent unforeseen circumstances from occurring.  

 

Deployment and Maintenance:Operation of the Node.js application on a fitting hosting platform or server.Ensure logging 

and monitoring is applied to the application for reporting the performance and debugging the issues.Examine and update 

the dependencies and security patches frequently to have a robust and secure application.  

 

In conclusion, performing an interface with OPENAI GPT API in Node.js Application requires calculated steps of 

architecture, designing and implementation which makes a great user-friendliness experience of interacting with 

language. System analysis enables one to pick up requirements, draw workflows, and inspect the integrality and efficiency 

of the system upon combination.  

 

NLP : 

The fundamental mission of machine learning is to produce voice-to-text screen readers and hear human language 

processing software.  
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The structure of Transition, Lattice, lemmatization, POS Tags, and Named Entity Recognition, which is all a part of the 

ML models where language vector-based modeling takes place, remains present. AI is an area which is undergoing rapid 

growth where machines can read a language text input, process the information (contained therein) and give the feedback 

that is sensible. Also from this technical terminological vocabulary there are the technical words like specialization which 

have become a generally known fact for technical terms. Here's an explanation of each term:After representation the 

sentence will be cut down to the actual translation. We are partially looking at the second unit in creating a sentence tying 

together the words.  

 

Stemming:Which is an alluring process which dictates the operations of the algorithm in order to find the core of any 

word when it is handed its prefix or suffix, while the process applies the above-stated rule, the sentence concludes that 

the simple algorithm dictates operations to identify the word root using stemming. 

  

Nonetheless, in some cases it comes to choosing an odd real over nothing true to the unproven world. Our benefit from 

the search engine is not a discovery of the temporary nature of speed but in the cases of tasks such as document browsing 

and a function like data recovery, this speed is essential for us.  

 

Lemmatization:The journey of lemmatization can be likened to a fish-chase in a big water reservoir. In the long run, as a 

result of the pathways among words, frozen formations which were created will turn out to be much more tangible affinity 

with the actual links to words' senses than the use of triggers which we can form with the base of the word in order to 

enter the lexical repository. At the same time, the predicament that makes the majority of the lemmatizers to be based on 

these mechanisms is the same, which is adopting the same principle in the process of the original dictionary development.  

Likewise, lemmatization does syntactic and morphological analysis that is the determination of the word design plus 

affixes. Inasmuch as instead of a plural one, which is the type that is selected over the others, theSTEM is settled finally, 

and therefore a singular form prevails. "wouse" likewise" also has a plural form with the ending -s which is the same.  

In essence, the tagging of grammatical elements is a prerequisite of the NLP because the syntax is looked over as implied 

by CSS models.  

 

Named Entity Recognition (NER): It is named ‘name entity recognition’ that is the main factor in named entity restoration 

which corresponds to the items like people, various organizations, countries, dates, etc. It goes through validation by 

reviewing documents and classifying them. The core part of the model family (consisting of members of network learning 

time) makes the processing time shorter by grouping words and identifying those through their linguistic and meaningful 

contextual features. For this reason as it should be the NER which might perform a crucial assignment like answering 

questions, it is an interconnection of the tasks i.e. information extraction, linking of entities and solving of questions.  

 

Chunking: Chunking, an NLP (Natural Language Processing) procedure involves breaking out declinations to chunks 

where the different lists are classified into one category.  

 

Named Entity Recognition (NER):One of the most important points to mention is a very significant association of named 

entity recognition with the process of information extraction and here connectors should be paid considerable attention 

among them as well because these will be used in sentences of given entities such as persons, organizations and places.  

 

Syntactic Parsing:As in many syntax aspects of the sentence, for the purpose of highlighting or emphasis of the sentence 

structure, I will be making use of visual creations with punctuation spacing, and variations, or the word order will be used 

for the symbolism.  

 

The sentences that you will include in the parse trees are some subjects or structural characteristics, which should be 

drawn in the parse trees to show their occurrence. This type of AI is the part that offers not only unlimited advantages 

but also a capacity to bring special or technical support in case you see some adjustments will be needed to produce the 

values for your businesses into words.  

 

Semantic Analysis:As a result of that, the reader is no longer on a rosy soothing vacation but now goes up to the next 

level of his/her mental activity, not only aiming to understand the text that sometimes uses imaginary or foreign words 

but to go further to give some deeper interpretation of the concept that the message tries to imply.  

 

Apply the embedding of words/ phrases and the mechanical translation of the semantics, and tackle the paraphrase issue 

as well. The media sentiment analysis is divided into two fields named machine learning classifiers and lexicon-based 

approaches which both are used to sort words as positive, negative, or neutral.  
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Topic Modeling: Do not forget you are going to develop your theme; analyzing the provided text is crucial.  

 

Text Generation: Development of essential texts that are connected and highly relevant to the context. At one point in 

the novel, Shylock, the antagonist, lends a large sum of money to Antonio, the protagonist, but when Antonio falls on 

financial hardship, he refuses to repay the debt. This creates a deep sense of injustice and fury in Shylock, who had 

provided the loan with hope.  

 

Information Extraction: Draw up the data from unstructured text sources to ensure the format is strongly organized.  

 

NLP tasks are: products of different things like mental processes and facts are recognized along with extraction, and 

completion of the database automatically.  

 

Output/Analysis:The resulting Text including its certain features leads to the development of various instruments in the 

downstream applications like Chat-bots, search engines; analysis of statistical data and analysis of mood reports.  

 

Before AI Chatbots:  

 

Limited Responses: Satisfy customer expectation was mainly through an active assisting approach, which consisted of 

both pre-programmed menu attention and interception designed to mimic the same system. The need to provide an answer 

to either the help or any of the inquiries sent through forms caused people to travel through a crazy search in an attempt 

to get what they had in mind personally. 

 

Manual Handling: Often five years ago, the respondents were happy only to answer in an absolute manner not even caring 

whether or not the type of the question was deepening or complex. To add, they must be kind enough to value customers' 

time which is critical to the management. Cumulated with the traffic rush - it usually takes the system much time to 

control the situation and, therefore, delays trains timetable. So, the traffic of rush hours should be organized by putting it 

under the flow regulation.  

 

Limited Understanding of Language: The walls of the past ICT system were made up of little to no compound machine 

intelligence. For e.g. users have options of limited fixed replies only, that leave quite a lot of space for a natural chat 

which will not be dull. The merging of two signals will not only change the ability to precisely receive their usual signals 

but also transmit them to the other partner.  

 

Long Wait Times: In example that some clients were getting spent almost half of the time while talking to the operator 

and trying to escalate to the right person the waiting time would be also longer even when the time of high demand 

coincides.  

 

This may result in being disappointed and a sense of disapproval Listed below are some sentences that can be used to 

introduce the subject of teenage addiction to social media platforms: Implementing a thoughtful strategic marketing plan 

is the way to go where various demographic groups that we concentrate on get served through an effective approach 

which attempts to meet their basic needs. As of now, social media is a vocal platform and the messenger of the blue-

collar workers producing our schedule. 2. Social media could be a respite through which we are close to our loved ones 

at the same time it exposes us to an entirely new world of people we never thought existed. At last, the media society is 

here – social networking has revolutionized our way of relation with others.  

 

After AI Chatbots:  

 

Advanced Natural Language Processing (NLP): Unlike the human-power-based chatbots controlled by programmers, 

technological-pursuant researchers need to get familiar with latest NLP methods to comprehend the essence of the 

numerous information on the web via automated machines. Furthermore, the characteristics which communicate a great 

number of human feelings and emotions can be attributed to the existence of the man amongst other organisms united in 

one is also a differentiating feature of human man which consists of a mixture of multiple purposes and feelings, the 

genuine one.  

 

Scalability: Besides this, they can also include artificial intelligence conversational agents that can assist the workers as 

a smart humanizer, for limiting the redundancies which usually come in the booming times by lots of queries. Sometimes, 

it could turn into an ordeal time taken for this type of traffic, while other enterprises can stand for a beacon of constant 

superior service.  
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Integration with Multiple Platforms: The next step at hand, which is a web site, applying a service with AI chatbots, can 

be linked to messaging apps and social media platforms. On social media these channels or consumer choice network 

platforms are in place ready to help through surveys or art work or so on. 

 

First of all, now it is possible to deliver more comprehensive and quality support to customers quickly and correctly with 

the help of chatbots. Moreover, the chatbot-based customer service is a cost-effective and scalable solution for businesses.  

 

Chat GPT  

 

The working method of a Chat GPT or any AI-based system, which is built on GPT models by OpenAI, has a number of 

vital steps involved to generate replies and converse with users. Here's a simplified overview of the ChatGPT 

workflow:Here's a simplified overview of the ChatGPT workflow.  

 

The beginning text goes through the basic preprocessing steps like tokenization and normalization to bring it to the 

analysis for use in modified language.  

 

Context Understanding:  

ChatGPT operates on the principle of a pre-trained language model (for instance, GPT-3) which allows the automated 

machine to comprehend the gist as well as the meaning of input sentences.  

 

Models utilize the input text in regard to the prior messages within the flow of the conversation to generate the speech in 

a context.[context] 

 

Response Generation:  

 

According to the text inputted by the writer and the context expressed in the conversation, ChatGPT first generates a 

response using its natural language processing abilities.  

 

The target tokens, in this case, are based on the preceding tokens and hence the prediction of each token depends on 

sequences.  

 

Context Update:  

Then, after text input and a response is provided through some kind of processing, the system in Chat GPT updates its 

internal context with the input text and the generated response.  

The introduced context allows ChatGPT to simulate the real world by following the context every time, keeping the 

conversation coherent and relevant.  

 

Post-processing:  

The complete reply might be exposed to certain levels of post-processing to amend its accuracy, connection, and clarity.  

 

Post-processing procedures can be tailored to identify vulgar content and grammatical mistakes, or be structured 

according to specific criteria.  
 

Output Delivery:  

Consequently, the result is the final response post sent-processing agent which is then delivered through to the user 

interface or application where the user input was generated.  
 

Next, the user could read the response and then offer extra input by providing additional input.  
 

Feedback Loop (Optional):  

As ChatGPT integrations may sometimes include the mechanism that allows for the capturing of the user feedback on 

the received response, this should be a very important consideration.  
 

The feedback can then be used to improve the accuracy of the model as time passes by adapting it with fine-tuning or 

retraining of the model.  
 

Continued Interaction:This back-and-forth interchange will be constant as ChatGPT and the user converse in the form of 

messages. This workflow, ChatGPT uses its language understanding and generating functions to present human-like talk 

while convincing users in relation to them.  
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The model is able to accommodate and generate answers which are based on the input text and course of the conversation 

itself. Hence, it is fit to act like a virtual assistant and transacts well in a wide range of domains and applications because 

it can really understand language and induces conversations. 
 

IV. CONCLUSION 
 

The development and integration of AI-based systems like ChatGPT into various applications mark a significant 

advancement in natural language processing and user interaction. With its ability to comprehend context, generate 

coherent responses, and adapt to user input, ChatGPT enhances user experience by providing human-like conversation. 

 

This streamlined workflow—from preprocessing and context understanding to response generation and post-

processing—ensures that interactions remain meaningful and relevant. Additionally, the incorporation of feedback loops 

enables continuous improvement, enhancing the model's accuracy over time. 

 

Moreover, the evolution of AI-driven systems has transformed customer service and user engagement, offering scalable, 

cost-effective solutions for businesses across diverse platforms. By leveraging advanced NLP techniques and machine 

learning algorithms, ChatGPT exemplifies the potential of AI to revolutionize communication and streamline processes 

in various domains. 

 

In essence, the development and utilization of ChatGPT represent a significant milestone in AI technology, paving the 

way for more intelligent, intuitive, and efficient interactions between humans and machines. As we continue to innovate 

and refine these systems, the possibilities for enhancing user experiences and addressing complex challenges are 

boundless. 

 

Furthermore, the impact of AI-driven systems extends beyond user interaction to encompass various fields such as 

education, healthcare, and research. ChatGPT's ability to analyze vast amounts of data, extract valuable insights, and 

generate relevant responses opens doors to new opportunities for knowledge dissemination, diagnosis assistance, and 

scientific discovery. 

 

In education, AI-powered tutoring systems like ChatGPT can provide personalized learning experiences tailored to 

individual needs and preferences. By adapting to each student's learning style and pace, these systems can optimize 

engagement and comprehension, ultimately fostering academic success. 

 

In healthcare, AI-based assistants like ChatGPT can assist healthcare professionals in diagnosing illnesses, 

recommending treatment options, and providing patient support. By analyzing patient data, medical literature, and clinical 

guidelines, these systems can offer valuable insights and enhance decision-making processes, ultimately improving 

patient outcomes. 

 

Moreover, in research, AI-driven systems like ChatGPT can accelerate the pace of scientific discovery by analyzing 

complex datasets, identifying patterns, and generating hypotheses. By automating time-consuming tasks and streamlining 

workflows, these systems enable researchers to focus their efforts on high-level analysis and innovation, leading to 

breakthroughs in various fields. 

 

Overall, the continued development and integration of AI-driven systems like ChatGPT hold immense potential to 

revolutionize society by enhancing productivity, fostering innovation, and improving the quality of life for individuals 

worldwide. As we harness the power of AI to address complex challenges and unlock new opportunities, we move closer 

to realizing a future where intelligent machines work in harmony with humans to create a better world. 
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V. RESULT 

 

 
                                                                  

Fig 2. List all files in the current directory. 

 

 
                                                                 

Fig 3. Change directory to coding folder 
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