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Abstract: The paper discusses using machine learning algorithms for predictive maintenance in passenger vehicles. It 

covers the background, problem statement, and objectives. It also explores the importance of engine telemetry data and 

the challenges of implementing machine learning. The paper explains data collection, preprocessing, and various machine 

learning models, including supervised and unsupervised algorithms. It concludes with future research possibilities and a 

summary of the key findings. 
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I. INTRODUCTION 

 

 
 

FIGURE 1. Introduction to ML 
 

Engine condition monitoring involves analyzing used engine oil as a diagnostic tool. Traditionally, this task has been 

done by human experts. However, with technological advancements, real-time monitoring using time-series algorithms 

is now possible. This has increased engine telemetry data, creating opportunities for predictive maintenance in passenger 

vehicles using machine learning. Competitive pressures in the manufacturing sector have also led to a growing interest 

in using machine learning for maintenance, which helps reduce costs and downtime. Automotive electronics companies 

can leverage machine learning to gain insights from big data and automate telecommunication. The automotive industry 

is increasingly designing products through simulation software, thanks to advancements in computational power. This 

shift has resulted in a rise in the number of patents related to AI and machine learning in the automotive sector. One 

example of applying machine learning is using magnetic signal filtering to manage interference and reduce noise in the 

automatic system. Overall, engine telemetry data use is expected to grow through innovative machine-learning algorithms 

and methods. 

 

1.1. Background 

The development of computer-aided maintenance technology can be divided into three generations. The first generation 

is plant and facility, manually scheduled and corrective. These systems have low integration and are operated 

departmentally. The second generation is preventive maintenance, with high-level integration and cost savings. However, 

it is underused. The third generation is condition-based maintenance and continuous monitoring of machines, offering 

cost savings and reducing control-based faults. This strategy focuses on functional failures and uses real-time data to 

predict and prevent failures.  
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Through advanced algorithm analysis, predictive maintenance solutions aim to lower operational costs and increase 

reliability. These solutions provide flexibility in maintenance planning. Preventive maintenance tasks should be reviewed 

to ensure their necessity when moving towards condition-based maintenance. 

 

 
 

FIGURE 2: Model Flow of Machine Learning 

 

1.2. Problem Statement 

Predictive maintenance aims to prevent machine and asset failures by taking proactive measures. It is widely used in 

industry to reduce costs. However, there are challenges in capturing the rare failure events and considering the context 

of maintenance. Timing and consequences are critical, as maintenance should not be performed on time. Different 

maintenance strategies, like condition-based and predictive maintenance, should be considered. Traditional data-driven 

algorithms may not capture the intrinsic characteristics of the data accurately. The effectiveness of maintenance depends 

not only on prediction accuracy but also on cost and performance improvement. It is not feasible to have a one-size-fits-

all maintenance policy. All these factors must be taken into account. 

 

1.3. Objectives 

The objectives of this paper focus on investigating the suitability of machine learning algorithms in predictive 

maintenance for passenger vehicles using engine telemetry data. While predictive maintenance solutions for aircraft 

engines have been widely researched, the automotive industry has only recently begun adopting similar technologies. 

However, more specific and detailed research on maintenance stages for practical solutions still needs to be done. This 

proposed research aims to develop a predictive maintenance framework using machine learning algorithms for airplane 

engines. The primary objective includes reviewing current practices, conducting a critical review of existing research, 

identifying drawbacks and challenges, exploring opportunities to improve maintenance tasks, developing a new 

framework, and verifying it through a case study. The secondary objective is to provide a case study to prove the 

framework's effectiveness. The new framework can be easily applied to different turbine engine components. However, 

the scope of this paper needs to cover graphical user interface development, deployment to a monitoring system, or web 

application development. The author briefly mentions these aspects in the conclusion and discusses future possibilities 

for implementing the framework in different turbine engines. 

 

 
 

FIGURE 3: Fundamentals of real-time Machine Learning 
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II. MACHINE LEARNING ALGORITHMS FOR PREDICTIVE MAINTENANCE 

 

2.1. Overview of Predictive Maintenance 

Predictive maintenance predicts machine failure to avoid consequences. Traditional methods could be more effective and 

costly. Predictive maintenance reduces downtime and costs. It also minimizes unnecessary maintenance and emergency 

breakdowns. Performing maintenance after failure is three times more expensive. Predictive maintenance benefits both 

users and manufacturers. Machine learning prediction codes make daily activities easier. Preventive maintenance and 

surprise breakdowns are both necessary. Cars undergo continuous pollution monitoring. Weather and traffic conditions 

affect pollution levels. Cars with higher horsepower emit more carbon dioxide. On-board diagnostic systems help with 

vehicle maintenance. Smart maintenance in vehicles is a growing research area. Predictive maintenance involves 

monitoring, scheduling, and planning maintenance using computational algorithms. Data collection, preprocessing, and 

feature engineering are discussed. 

 

 
 

FIGURE 4. Machine Learning in Predictive Maintenance 

 

2.2. Importance of Engine Telemetry Data 

Engine telemetry data enables predictive maintenance in Industry 4.0 for the automotive industry. Traditional 

maintenance methods can lead to unnecessary costs and safety risks. Predictive maintenance utilizes data from IoT-

enabled engines and advanced analytics to accurately predict failures and extend engine life. This reduces downtime, 

avoids unnecessary maintenance, improves worker safety, and reduces capital costs. Predictive maintenance also 

increases productivity and equipment reliability and decreases equipment replacement costs, downtimes, and spare parts 

consumption. It is gaining popularity in industries and academia. 

 

 
 

FIGURE 5. Benefits of Telemetry 
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2.3. Role of Machine Learning Algorithms 

Machine learning in predictive maintenance reduces cost and improves efficiency. Many industry stakeholders still need 

to rely on a calendar-based maintenance strategy, leading to poor response times and high costs. Recent advancements 

in data analysis allow for more advanced predictive maintenance methods. Proper condition monitoring and data 

management are crucial, as data is essential for accurate algorithms. Comprehensive information about the engine's 

condition and operating environment is paramount. Designing predictive maintenance with cognitive processes can 

decrease downtime and inventory waste. There is no one-size-fits-all algorithm, so a balanced approach is necessary. 

Predictive maintenance minimizes machinery breakdown and can be based on the engine's actual condition rather than 

standard intervals. 

 

 
 

FIGURE 6. Algorithm of Predictive Maintenance 

 

2.4. Challenges in Implementing Machine Learning for Predictive Maintenance 

Predictive maintenance using engine telemetry data and machine learning algorithms is a new field with limited 

understanding and best practices. Implementing machine learning for predictive maintenance requires investment in 

methods, algorithms, and infrastructure. Dealing with large volumes and varied data sources, including low-quality data, 

takes much work. Accounting for all potential failure modes and finding the best way to represent machine health with 

available data is crucial. Developing a culture of data-driven decision-making and changing maintenance strategies based 

on sensor data and analysis results is challenging. Close collaboration with stakeholders is necessary to validate 

predictions and improve continuously. 

 

III. DATA COLLECTION AND PREPROCESSING 

 

Engine telemetry data can be collected in real-time, near real-time, and offline based on the desired use case. In the case 

of predictive maintenance in passenger vehicles, it is essential to collect real-time engine telemetry data produced by 

vehicle sensors. This data monitors vehicle health and identifies wear on critical components. Real-world data may have 

missing values and inconsistent types, so a cleaning and filtering process is needed. Once the data is cleaned, relevant 

derived parameters can be created through feature engineering to enhance the machine learning process and minimize 

execution time. For example, parameters like temperature, torque, and vibration can be used to derive a new parameter 

called temperature difference. This boosts execution time by reducing the number of parameters analyzed. 
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3.1. Sources of Engine Telemetry Data 

Engine telemetry measures system activity collected while the system works, usually transmitted in real-time from the 

aircraft to the airline's ground operation. This specialized data is categorized into three types: flight data, land data, and 

configuration data. Engine sensors collect information on engine health, such as core performance and outer case 

clearance. Relational analysis analyzes stored and historical telemetry data for structural health monitoring and engine 

performance evaluation. This analysis also aids in developing improved diagnostic strategies. Engine telemetry utilizes 

relational analysis and sensor data to monitor engine health. 

 

 
 

FIGURE 7: Telemetry Data Sources 

 

3.2. Data Cleaning and Filtering 

Cleaning and filtering acquired data is crucial before analysis. Telemetry data often contains noise from sensor limitations 

and transmission issues. Various algorithms, such as noise suppression and frequency domain filters, can be used for data 

cleaning. Outliers caused by sensor faults or faulty transmission must be removed using standard algorithms like the 

Hampel filter method. Data spikes should also be identified and corrected by checking for values outside the reasonable 

range and abnormal differences between data points. Missing data can be restored using sampling frequency, data 

validation, and empirical estimation. Kalman filtering is helpful for continuous missing data restoration in telemetry data 

streams. After cleaning and filtering, researchers can evaluate the data distribution using the prediction ellipsoid 

technique. Choosing the correct data cleaning and filtering methods is critical for machine learning model development, 

and documenting all decisions made during this stage is necessary. 

 

3.3. Feature Engineering 

Feature engineering is also a necessary step that hat can help improve meaningful evaluations and guide future research 

direction. 

 

 
 

FIGURE 8: About Feature Engineering 
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Creating new features is an iterative process based on the evaluation results of learning algorithms. Good features derived 

from the original data aid in model fitting and improving accuracy. However, irrelevant features can harm model 

performance. Well-designed features facilitate algorithm work, while irrelevant features reduce overall performance. In 

feature engineering, domain knowledge is used to create features that improve machine learning algorithms. This process 

involves generating new attributes from base features and selecting a smaller set of features for the learning algorithm. 

Feature engineering improves predictive models. 

 

IV. MACHINE LEARNING MODELS FOR PREDICTIVE MAINTENANCE 

 

Machine learning algorithms can be categorized as supervised, unsupervised, or reinforcement learning. In the context 

of predictive maintenance in passenger vehicles, these algorithms can automatically identify the required maintenance 

activities for the vehicle components. First, it is essential to indicate one of the main differences between supervised and 

unsupervised learning: the presence of the target variable. While in supervised learning, we have a target variable to 

predict, unsupervised learning has no target variable. We use supervised learning algorithms when we have identified the 

target variable, and we want to find patterns between attributes in our dataset that allow us to make this prediction as 

accurate as possible. 

 
 

FIGURE 9: Types of Machine Learning 

 

On the other hand, in unsupervised learning, we are trying to find hidden structures in the data. This type of algorithm is 

mainly used in exploratory analysis and can help identify patterns in the data. This paper will evaluate some of the main 

types of supervised and unsupervised learning techniques and algorithms and discuss some of the technical challenges of 

integrating these algorithms into a predictive maintenance framework for passenger vehicles. Also, I would like to talk 

about feature importance and model evaluation so that, finally, in the conclusions and future scope, I can refer to the 

potential implementation of these techniques in the developed framework for predictive maintenance in passenger 

vehicles. 

 

4.1. Supervised Learning Algorithms 

By contrast, in supervised learning, the computer is given example inputs with their corresponding correct outputs, and 

the computer is left to learn the relationship between the input and the output. To find the relationship, the computer tries 

to find a function that will turn the input into the output. This will involve the computer making a guess and giving the 

correct output. For example, with a classification algorithm, you will first provide the algorithm with example data on 

which it can 'learn' — for instance, data on customers who have and have not defaulted on their credit commitments.  

 

This data will include information about each customer — age, length of employment, income, and so on — which are 

the algorithm's inputs. In addition, the example will include an output — in this case, we will say one if they defaulted 

and 0 if they did not. Then, the algorithm will try to probe the data and take different 'routes' through the data — just like 

how a human might try to solve a maze. With each different pattern, the algorithm will find a corresponding output, and 

it will then gauge how good the guess is by looking at the difference between its output and the actual output. As the 

algorithm progresses, it will tweak the function it is trying to find, testing different outputs for the same input and then 

slightly changing the function to see if this improves the match. Over time, the function will become more and more 

accurate because, at each iteration, the algorithm will make the output closer to the actual output. 
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FIGURE 10: Supervised Learning Algorithms 

 

4.1.1. Decision Trees 

Decision trees are a supervised learning model for predictive maintenance. They handle categorical and numerical data 

and can be used for regression and classification. Learning involves attribute selection, tree construction, pruning, and 

handling missing values. The algorithm recursively narrows down regions of the feature space to achieve homogeneous 

groups. However, overfitting can occur, so tree pruning is necessary. Careful attribute selection and handling of missing 

values and outliers are required. They minimize bias and variance, resulting in better performance. 

 

4.1.2. Random Forests  

Random forests are another type of supervised learning algorithm. It can be used for both regression and classification 

tasks. Fundamentally, a random forest is an ensemble of decision trees, meaning that the final prediction is made based 

on the majority vote of all individual trees. 

 

Random forests have some drawbacks. The algorithm favors selecting the most important features, potentially leading to 

biased results. Additionally, prediction can be time-consuming if there are many similar trees. Random forests are 

sometimes seen as a "black box" with a limited understanding of variable relationships. However, metric tools like "Gini 

importance" and "mean decrease in impurity" can aid in better understanding variables. Random forests have many 

advantages. They are flexible, easy to use, and provide initial understanding. Overfitting is unlikely, minimizing 

parameter tuning. It performs well on large datasets, handling numerous input variables. Training is quick due to 

parallelism. 

 

In a decision tree, the best attribute is chosen at each node based on a criterion like gini impurity or information gain. 

Random forests combine multiple decision trees using different samples and attributes. This ensembling method reduces 

overfitting and makes predictions more robust against outliers. 

 

 
FIGURE 11: ML in Supervised Learning 
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4.2. Unsupervised Learning Algorithms 

Unsupervised learning involves algorithms that derive structure from input data without observed output measurements. 

The most common method is cluster analysis, which finds similar groups within a dataset. Anomaly detection is also 

essential, identifying items that do not conform to expected patterns.  

 

These methods are increasingly used in analyzing data from continuous monitoring technologies, such as aircraft engine 

maintenance. Byington et al. (2006) proposed a technique using multivariate statistical analysis and ARMA modeling to 

detect faults in aircraft engines. Chambrin et al. (2012) used a Kalman filter and adaptive threshold algorithm to detect 

combustion faults in gas turbine engines, with faster detection times than competitors. 

 

 
 

FIGURE 12. Types of Algorithms 

 

4.2.1. Clustering Algorithms 

The k-means algorithm is commonly used for clustering data. It divides the data into k groups, each representing a cluster. 

The algorithm minimizes intra-cluster distances and maximizes inter-cluster distances by moving data points to their 

closest cluster. The number of clusters must be predetermined, but multiple iterations can be run to compare results. 

Careful selection of input variables is essential, and visualization of results can be helpful. We used a scatter plot to show 

clusters and their centroids. This confirmed the validity of the grouping for predictive maintenance. 

 

4.2.2. Anomaly Detection Algorithms 

Anomaly detection for engine telemetry data is challenging due to the need for labeled training data. Unsupervised 

approaches like KNN and LOF algorithms are suitable for this data. KNN measures the distance between points to 

determine anomalies, while LOF calculates local density deviations. These algorithms can detect anomalies, such as 

spikes and trends. They do not require prior knowledge and may be more robust than supervised approaches. However, 

tuning algorithm parameters and identifying relevant features is difficult. Domain-specific knowledge can improve 

detection rates over time. 

 

4.3. Hybrid Approaches 

Hybrid approaches combine different machine learning algorithms in a two-step process. This involves unsupervised 

learning followed by supervised learning to overcome limitations and exploit strengths. One example is using K-Means 

for clustering in the initial phase, followed by a decision tree or support vector machine for classification. Similarly, a 

hybrid approach for remaining functional life prediction in mechanical systems combines deep learning with another 

algorithm, like a particle filter. Hybrid models can be tailored to specific problem domains and often show significant 

improvements in accuracy compared to individual classifiers. 
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FIGURE 13. Evolution Process for Hybrid model 

 

4.3.1. Ensemble Methods 

Ensemble methods combine machine learning techniques into one predictive model to decrease variance and base and 

improve predictions. A popular ensemble method is a random forest, which is made up of multiple decision trees 

constructed and combined through bagging. Bagging involves training each tree on a different sample, allowing for 

accurate predictions and measuring feature importance. The random forest algorithm outputs a feature importance table 

to aid analysts and domain experts in understanding the data and making improvements. 

 

4.3.2. Deep Learning Models 

Deep learning models are a type of hybrid model discussed in the paper. They are an update to neural network models 

characterized by multiple hidden layers. These models are most effective with high-dimensional data or when the model 

needs to learn from features. Deep learning models can capture hierarchical structure in the data. The most commonly 

used type is the convolutional neural network (CNN), which effectively captures spatial features and reduces the number 

of parameters. Li et al. found that CNN models outperform classical machine learning algorithms in estimating remaining 

useful life. However, only some researchers have transitioned from established algorithms to deep learning models, likely 

due to computational cost and complexity. Overall, deep learning models offer promise for predictive maintenance and 

should be explored further in future studies. 

 

V. FUTURE SCOPE 

 

Currently, the analysis is mainly limited to predicting component failures. A more informed temporal model, which 

analyzes the evolution of the system and its performance degradation to predict further into the future, is one of the most 

desired directions for future research. The data analyzed in this project is solely the real-world sensor data. However, the 

problem is that actual component failures do not happen frequently enough to make the algorithms converge to the right 

results. So, a directed study that can intelligently inject simulated failure events in different system components or using 

other data sources like maintenance records is promising. Moreover, the current model must be online, and the engine's 

status must be continuously monitored to provide timely predictions or solutions for the maintenance practitioner. Also, 

the efficiency and effectiveness of different layers of the IoT technology in predictive maintenance can be analyzed in 

future work. 
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Last but not least, considering the cybersecurity threat in the future when more and more IoT-based innovative 

maintenance systems are deployed, research that focuses on the resiliency and stability of the machine learning algorithm 

against cyber attacks will be significant. By 'fooling' the algorithm to send false alerts or degrade the algorithm's 

prediction performance, the attacker can cause financial loss and unnecessary maintenance actions. These attacks are 

known as 'data injection attacks,' where manipulated data is fed to the algorithm to deteriorate the model's performance. 

By studying the constants of the machine learning prediction models and the impact of potential data injection attacks, 

some algorithmic solutions, such as the re-training strategy, can be developed to improve the algorithm's resiliency. 

 

VI. CONCLUSION 

 

The results show that a hybrid machine-learning model can achieve accurate predictions for the time to failure parameter. 

The algorithm accuracy was over 98%. Two main implications of this research are identified: the possibility of creating 

a predictive maintenance framework beyond a single algorithm and the impact of machine learning technology on the 

industry. With the rise of the Internet of Things and connected vehicles, predictive analytics can help prevent fatal system 

failures and improve profit margins. Future work includes 

 

● extending the design procedure of a comprehensive predictive health management framework, 

● developing a predictive maintenance schedule for the passenger vehicles fleet, 

● studying a cost-benefit analysis model and 

● conducting a pilot project deployment to observe the effectiveness of the technology.
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