
ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.102Peer-reviewed & Refereed journalVol. 13, Issue 4, April 2024 

DOI:  10.17148/IJARCCE.2024.134154 

© IJARCCE              This work is licensed under a Creative Commons Attribution 4.0 International License              1044 

Biomedical Image Analysis for Colon and Lung 

Cancer Detection using CNN 
 

Mr.P.Arun Babu1,Mr.M.Viswateja Reddy2,Mr.C.Dileep Reddy3,  

Mr.V.Thareesh Kumar Reddy4,Mr.B.Raghu Vamsi5 

Assistant Professor, Computer Science and Engineering & Business Systems, RGMCET, Nandyal, India1 

Student, Computer Science and Engineering & Business Systems, RGMCET, Nandyal, India2-5 

 

Abstract: This study explores the application of convolutional neural networks (CNNs) in biomedical image analysis 

for the detection of colon and lung cancer. Leveraging the power of deep learning, we aim to develop a robust and 

accurate system capable of identifying cancerous lesions in colonoscopy and lung CT scan images.The research begins 

with the collection and preprocessing of a sizable dataset containing annotated medical images. Various data 

augmentation and normalization techniques are applied to enhance dataset diversity and model generalization. 

Subsequently, a CNN architecture is carefully designed, either adapting existing architectures or crafting custom ones 

tailored to the unique characteristics of medical images. 

Training the CNN involves splitting the dataset into training, validation, and testing sets, and employing optimization 

algorithms to minimize a chosen loss function. Hyperparameter tuning and validation set monitoring ensure the 

prevention of overfitting and the optimization of model performance.Evaluation of the trained model includes rigorous 

testing on held-out data to assess its accuracy, precision, recall, F1-score, and AUC-ROC. Error analysis aids in 

understanding the model's weaknesses and identifying avenues for improvement.Ultimately, the developed model holds 

promise for deployment in clinical settings, pending compliance with regulatory standards. Collaboration with domain 

experts ensures the system's alignment with clinical needs, while continual refinement based on feedback and 

advancements in the field drives ongoing improvement. 

 

1. INTRODUCTION 

 

Colon and lung cancers are among the leading causes of cancer-related deaths worldwide, highlighting the urgent need 

for early and accurate detection methods. Biomedical imaging techniques such as colonoscopy and lung CT scans play a 

crucial role in cancer diagnosis and screening. However, the interpretation of these images can be challenging and 

subjective, often leading to missed diagnoses or delayed treatments.Convolutional neural networks (CNNs) have emerged 

as powerful tools for image analysis, demonstrating remarkable performance in various computer vision tasks. 

 By automatically learning hierarchical features from images, CNNs have shown promise in medical image analysis, 

particularly in the detection and classification of cancerous lesions.Recent advancements in deep learning and the 

availability of large-scale annotated medical image datasets have fueled research into CNN-based approaches for cancer 

detection. These approaches have the potential to improve diagnostic accuracy, reduce human error, and ultimately 

enhance patient outcomes.This study builds upon this foundation, aiming to leverage CNNs for the automated detection 

of colon and lung cancer from biomedical images. By harnessing the capabilities of deep learning and collaborating with 

domain experts, this research seeks to contribute to the development of effective tools for early cancer detection and 

intervention. 

 

2. LITERATURE SURVEY 

 
It has been shown that data can be classified using integration of intensity values over non-

contiguous communities (starting from as small as a 3 × 3 pixel square), which can be better than classification using fil

ters. great support. It has also been shown that the performance of filter banks is not good for image patches of equal ar

ea. We develop a new text-

based representation suitable for modeling the joint ensemble distribution of Markov random fields. These representati

ons are learned from training images and then used to classify new images (with unknown visibility and illumination) i

n a classifier. These three representations are proposed and their performance is evaluated and compared with bank filte

rs. The power of this method was demonstrated by classifying 2,806 images from 61 files in the Columbia-

Utrecht database. The classification outperforms state-of-the-

art filter banks such as Leung and Malik (IJCV 01), Cula and Dana (IJCV 04), and Varma and Zisserman (IJCV 05). W

e also tested the performance by classifying all textures available in the UIUC, Microsoft Textile and San Francisco Ou
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tdoor databases. We finish by discussing why features based on compact ensembles can distinguish textures with large 

spherical patterns and why filter banks do not work well, rather than the quality of the images from which they are deri

ved. 

Texture is an important feature used to identify objects or regions of interest in an image, whether the image is a photo

micrograph or an image above. or satellite images. This article describes some simple mathematical models based on gr

ayscale spatial dependence and describes their application to the task of category recognition of three types of image da

ta: photomicrographs of five sandstones. We use two decision rules: one where the decision region is a convex polyhed

ron (linear decision rule) and the other where the decision region is cuboid (determines min-

max law). In each experiment, the data set was divided into two parts: training and test set. Test accuracy was 89% for 

photomicrographs, 82% for aerial photographs, and 83% for satellite images. These results demonstrate that simple text

ure estimation methods can be widely applied to many image classification applications. 

 
3. EXISTED SYSTEM 

 

a) Proposed Work: 

The existing systems for colon and lung cancer detection primarily rely on manual interpretation by clinicians, which can 

be time-consuming and subjective. While some computer-aided diagnosis (CAD) systems exist, they often utilize 

traditional machine learning techniques and handcrafted features, which may have limited performance and 

generalization capabilities. 

Colon Cancer Detection: 

In colon cancer detection, clinicians typically rely on visual inspection of colonoscopy images to identify abnormal 

growths or polyps indicative of cancerous lesions. 

Existing CAD systems for colon cancer detection may use image processing algorithms to detect and classify polyps 

based on features such as size, shape, texture, and color. 

However, these systems may suffer from false positives or false negatives due to variations in polyp appearance, imaging 

quality, and clinician expertise. 

Lung Cancer Detection: 

In lung cancer detection, radiologists analyze chest CT scan images to identify suspicious nodules or masses that may 

indicate the presence of lung cancer. 

CAD systems for lung cancer detection may use segmentation algorithms to delineate lung structures and identify 

potential abnormalities. 

These systems may also employ feature extraction and classification techniques to differentiate between benign and 

malignant nodules based on size, shape, density, and texture characteristics. 

b) Proposed System Architecture: 

 
Fig1 Proposed System Architecture 

c) Dataset Collection: 

We used the LC25000 dataset for their experiments on colon and lung cancer detection from histopathology images. Here 

are the key details provided about this dataset: 

 

LC25000 stands for Lung and Colon Cancer Histopathological Image Dataset. 

It contains a total of 25,000 histopathology image samples. 

The images are divided into 5 classes: 

Colon adenocarcinomas 
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Benign colonic tissues 

Lung adenocarcinomas 

Lung squamous cell carcinomas 

Benign lung tissues 

Each of the 5 classes has 5,000 image samples. 

So it covers both colon cancer and lung cancer cases along with benign samples. 

The images are presumably digitized whole slide images or patches extracted from pathology slide scans. 

However, the exact image dimensions or resolutions are not mentioned in the paper. 

For their experiments, the authors split the data into 70% for training and 30% for testing. 

 

Apart from stating it is a large histopathology image dataset of 25,000 samples across the 5 categories, no other details 

like data sources, annotation process, image characteristics etc. are provided about LC25000. 

Most likely it is a publicly available dataset given the precise name, but the paper does not furnish any references or links 

regarding accessibility of this dataset.of plant diseases within the datasets, informing the development of robust detection 

models for agricultural applications. 

 

ALGORITHMS:  

Convolutional Neural Networks (CNNs): 

1.This neural network design is tailored for real-time detection and classification of human facial expressions, comprising 

three pivotal stages: face detection, feature extraction, and facial expression classification. 

2. Input Layer: The initial layer of the network is fed grayscale images sized at 48 × 48 pixels, representing human faces. 

3. Convolutional Layers: Commencing with a layer equipped with 64 filters and a 3 × 3 kernel, successive layers 

progressively amplify the number of filters to encapsulate intricate features. 

4. Batch Normalization: Preceding layer activations are normalized to ensure consistent training dynamics. 

5. Activation Functions: Utilizing Rectified Linear Unit (ReLU) activation functions introduces essential non-linearity, 

facilitating the acquisition of complex patterns. 

6. Pooling Layers: Employing MaxPooling layers downsamples feature maps, mitigating computational complexity 

while preserving critical information. 

7. Dropout Layers: During training, random deactivation of neurons via Dropout layers averts overfitting, enhancing 

generalization. 

8. Flattening Layer: Transforming multi-dimensional feature maps into a one-dimensional vector prepares the data for 

input into fully connected layers. 

9. Fully Connected Layers: These layers execute classification tasks based on learned features, culminating in the final 

layer, which outputs probabilities for each emotion category. 

10. Total Parameters: The architecture encompasses a total of 4,478,727 parameters, inclusive of both trainable and non-

trainable parameters. 

11. Working: Adhering to conventional CNN design principles, this architecture integrates techniques such as batch 

normalization, dropout, and ReLU activation. Leveraging OpenCV, frames from live video streams are processed, 

wherein faces are identified using the Haar Cascade classifier. Subsequently, the detected faces are resized and 

normalized for emotion prediction. This model facilitates real-time evaluation of candidates' facial expressions during 

interviews, enabling prompt feedback on emotional responses. 

Transfer Learning: 

Transfer learning involves leveraging pre-trained CNN models, which were originally trained on large-scale image 

datasets like ImageNet, and fine-tuning them for specific tasks such as colon and lung cancer detection. 

By utilizing pre-trained models as feature extractors and fine-tuning their parameters on biomedical image datasets, 

researchers can expedite model training and improve performance, especially when annotated data is limited. 

SVM algorithm: 

Objective: SVM aims to find the optimal hyperplane that best separates different classes in the feature space. For a 

binary classification problem, this hyperplane is the one that maximizes the margin between the nearest data points of 

different classes, called support vectors. 

Linear and Non-linear SVM: SVM can handle both linear and non-linear classification tasks. In the linear case, the 

decision boundary is a straight line (or hyperplane in higher dimensions). For non-linear problems, SVM uses a technique 

called the kernel trick, which maps the input data into a higher-dimensional space where a linear separation may be 

possible. Common kernel functions include polynomial, radial basis function (RBF), and sigmoid. 

Margin: The margin is the distance between the hyperplane and the nearest data points of each class. SVM aims to 

maximize this margin, which helps improve the generalization ability of the model. 

Support Vectors: These are the data points closest to the decision boundary and are crucial in defining the hyperplane. 

They are the points that influence the position and orientation of the dividing hyperplane. 
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Cost Parameter (C): In SVM, the parameter C determines the trade-off between maximizing the margin and minimizing 

the classification error. A smaller C value allows for a wider margin, possibly leading to more misclassifications, while 

a larger C value results in a narrower margin, potentially leading to overfitting. 

Kernel Trick: As mentioned earlier, the kernel trick allows SVM to handle non-linear decision boundaries by implicitly 

mapping the input data into a higher-dimensional space where a linear separation is possible. This avoids the need to 

explicitly compute the coordinates of the data in the higher-dimensional space. 

 

4. METHODOLOGY 

System Architecture 

 
Data flow diagram 

The data flow diagram (DFD) is one of the most important modeling tools. It is used to model the system components. 

These components are the system process, the data used by the process, an external entity that interacts with the system 

and the information flows in the system. 

DFD shows how the information moves through the system and how it is modified by a series of transformations. It is a 

graphical technique that depicts information flow and the transformations that are applied as data moves from input to 

output. 
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5.RESULTS 

 

 
Fig: Uploading dataset and training and testing the dataset 

 

 
Fig: Comparing SVM and CNN accuracy 

 

 
Fig:Selecting the lung images  

 

 
Fig: Detecting cancer in lung image 
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Fig:Uploading Colon images  

 
Fig:Detecting cancer in colon images 

 
Fig: Comparing the accuracy between SVM and CNN algorithms 

 

6.CONCLUSION 

 

In conclusion, the development of CNN-based systems for the detection of colon and lung cancer represents a significant 

advancement in biomedical image analysis. By leveraging state-of-the-art deep learning models, such as convolutional 

neural networks (CNNs), researchers can achieve remarkable accuracy and efficiency in identifying cancerous lesions 

within colonoscopy and lung CT scan images. 

Through the utilization of advanced algorithms and techniques, including transfer learning, object detection, and 

ensemble learning, these systems can effectively localize, classify, and diagnose cancerous lesions with high sensitivity 

and specificity. By automating the analysis process and providing timely diagnostic insights, CNN-based cancer detection 

systems hold tremendous potential to revolutionize cancer diagnosis and treatment planning. 

Moreover, the integration of these systems into clinical workflows has the potential to enhance the efficiency and 

accuracy of cancer screening programs, improve patient outcomes, and reduce healthcare costs associated with late-stage 

cancer diagnoses. By empowering healthcare professionals with cutting-edge tools for early detection and intervention, 

CNN-based cancer detection systems can contribute to the global effort to combat cancer and improve public health. 

However, it is essential to address various challenges and considerations, including data privacy, regulatory compliance, 

ethical considerations, and integration with existing healthcare infrastructure, to ensure the successful deployment and 

adoption of these systems in real-world clinical settings. Collaboration between researchers, healthcare providers, 

regulatory bodies, and technology developers is crucial to overcome these challenges and unlock the full potential of 

CNN-based cancer detection systems in transforming cancer care. 
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7. FUTURE SCOPE 

 

Advancements in CNN-based cancer detection systems offer promising opportunities for further refinement and 

expansion in the field of biomedical imaging and oncology. Firstly, the continual improvement of model performance 

stands as a primary objective. Through ongoing research into deep learning techniques, such as architecture design, 

regularization methods, and optimization algorithms, the accuracy and efficiency of CNN-based systems can be 

enhanced. Exploring novel architectures, including attention mechanisms and self-supervised learning, holds potential 

for capturing intricate spatial and temporal relationships within biomedical images, leading to more precise cancer 

detection. 

Secondly, the integration of multi-modal imaging data represents a frontier for innovation. By combining colonoscopy 

images with molecular imaging or pathology data, complementary information can be leveraged to improve the 

sensitivity and specificity of cancer detection. Fusion algorithms and techniques, such as multi-task learning and attention 

mechanisms, offer avenues for comprehensive lesion characterization and personalized treatment planning. 

Explainable AI (XAI) methods emerge as a crucial area for development to enhance the interpretability and transparency 

of CNN-based cancer detection systems. Incorporating XAI approaches, such as attention maps and saliency techniques, 

can elucidate the decision-making process of CNN models, providing clinicians with actionable insights into diagnostic 

predictions. 

Personalized medicine approaches hold promise for tailoring screening, diagnosis, and treatment strategies to individual 

patients. Integrating machine learning models with longitudinal patient data and electronic health records (EHRs) can 

facilitate predictive analytics and risk stratification for early cancer detection and intervention. 

Real-time decision support systems offer the potential for immediate feedback and guidance to healthcare providers 

during diagnostic procedures. By integrating CNN-based algorithms with point-of-care devices and imaging equipment, 

clinicians can receive timely support in making diagnostic decisions, particularly in resource-limited settings. 

Continued clinical validation studies and real-world deployment are crucial for demonstrating the clinical utility, 

reliability, and cost-effectiveness of CNN-based cancer detection systems. Collaborative efforts with healthcare 

institutions, regulatory agencies, and industry partners are essential to navigate regulatory pathways, address 

reimbursement challenges, and facilitate widespread adoption in routine clinical practice. 

Lastly, integrating CNN-based cancer detection systems into global health initiatives and screening programs can help 

address disparities in cancer diagnosis and treatment outcomes across different regions and populations. By leveraging 

technology to extend screening capabilities to underserved communities, these systems have the potential to make a 

significant impact on global cancer burden. 
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