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I. INTRODUCTION 
 

The cancer is most dangerous disease throughout the globe. Clinically cancer is referred as malevolent neoplasm. It is a 

genetic disease which is caused by unregu- lated growth of cells. As early detection of such dangerous disease could 

reduce the number of death [1]. The symptom of cancer is unfettered cell growth which will lead to the development of 

malevolent tumor, which is also harmful for the nearby tissues [2—4]. This kind of tumor can further grow and hinders 

the circulatory sys- tem, digestive system and nervous system and also can produce hormones that lead to hinder the 

proper body functionality [5—7]. The unfettered growth cell necessar- ily not harmful unless and until it does not 

affected the structure of DNA. If this unfettered cell growth not repaired with in the early stage this will lead the DNA 

to die which will cause production of unnecessary new cells. Metastatis property of cancer is more serious. The 

metastatis process can be defined as movement of cancer cells from one part of body to another part. This process leads 

to produce tumor with tissue growth [8]. Initial symptom of cancer include abnormal bleeding, form- ing new lumps, 

prolonged cough, change in bowl movement, unexplained weight loss, etc. Tumors can be classified into two types 

cancerous and non-cancerous [9]. Surgical removal of benign (non-cancerous) tumor is easy and most of the benign 

tumor does not grow again. The malignant tumor(cancerous) contains the larger nuclei as compare to the benign tumor. 

Bone cancer clinically termed as sarcomas which initiate in muscles, fibrous tissue, bone, blood vessels and the other 

tissues of body. Some of common types of cancer are chondrosarcoma, osteosacoma, pleo- morphic sarcoma, ewings 

sarcoma, fibrosarcoma. In bone cancer tumor start devo- loping in the bone, affecting the movement and growth of 

bones. Enchondorma is a benign tumor of bone which starts growing at the cartilage. Specially Enchondroma found in 

small bones of the hands. Possible area for enchondroma is the bone of upper arm, shin bone and thigh bone [10,11].  
 

On the level of its advancement bone cancer divided into different stages. 

• Stage1-It shows the non-aggressive nature of tumor, the malignancy is not spread out of bone. 

• Stage 2-Same as stage1, but it shows the aggressive nature of tumor. 

• Stage 3-If tumor starts growing in multiple places 

• Stage 4-If cancer starts spreading in other parts of body. 
 

This chapter is organized in five sections. 1. Introduction 2. Machine learning techniques for cancer classification. 3. 

Machine learning techniques for bone cancer classification. 3.1. Challenges and future prospect. 4. Conclusion. 5. 

References. 

 

Machine learning techniques for cancer classification 
 

Different types of machine learning techniques used in healthcare. The biomedical imaging modalities include 

ultrasound, magnetic resonance imaging (MRI), Computed Tomography (CT), histology and microscopic images. 

Some of the targeted organs for biomedical imaging include liver, brain, prostate, lung and exami- nation of genetic 

associations. The combination of Medical Imaging and Machine Learning is an excellent reference for industrial 

scientist, researchers of medical imag- ing, clinician and students [12—14]. Fig. 17.1. Shows the different types of 

medical imaging modalities used for machine learning. 

 

MRI sequence display different type of brightness for same structures. Ultrasound is more convenient than CT and 

MRI. In the case of bone, ultrasound do not give the good result as the waves of ultrasound do not transmit well 

through bone [15,16]. Fig. 17.2A represents the axial view of CT scan while Fig. 17.2B represents the top view of CT 

scan. In this case CT images of pelvic bones are used. These CT scan 
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Figure 17.1 (A) An example of MRI (B) CT (C) ultra sound images. 

 

 
 

Figure 17.2 (A) Axial views of a CT scan (B) top view of CT scan. 

 

images are used as input in Machine Learning Techniques for classifying the disease. With help of these images we can 

classify the abnormalities like cancer, osteoporosis, thinning of bones etc. 

There are different types of classification techniques exist in machine learning. 

Some of the classification techniques are as follows. 

 

Decision tree algorithm 

Decision tree algorithm is used for classification. In this algorithm divide and conquer method is applied for tree 

construction [17]. In this algorithm tree comprise of leaves and nodes, where leaves represented the class for checking 

the condition and nodes represented the value of attribute. The output is either true or false. The classification rules can 

be derived from the path from root node to the leaf node. For prediction of class of leaf rule is obtained by the 

traversing total number of nodes in the path [18]. Tree pruning can be obtained by removing unnecessary duplication of 

leaves. 
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Support vector machine 

The support vector machine (SVM) works on learning system that uses the methodol- ogy of statistical learning for 

classification. SVM is defined as discriminative classifier that defined by the separating hyperplanes. Hyperplane is the 

optimal boundary in SVM. In labeled training dataset the output of algorithm is an optimal hyperplane. Considering the 

2D space hyperplane act as line where each side represents a class. The neighboring vectors near the hyperplane are 

described as support vectors [19—23]. 

 

Random forests 

Random Forest (RF) algorithm is one of the best algorithms for classification. RF is able for classifying large data with 

accuracy. It is a learning method in which number of decision trees are constructed at the time of training and outputs 

of the modal predicted by the individual trees. RF act as a tree predictors where every tree depends on the random 

vector values. The basic concept behind this is that a group of “weak learners” may come together to build a “strong 

learner” [8,10,24,25]. 

 

Evolutionary algorithms 

Genetic Algorithm (GA) is stochastic and evolutionary method for getting optimal solutions for large and complex 

problem. GA involved the natural evolution as it generates the population for encoded candidate (called 

“chromosomes”) through generations using genetic operations like crossover and mutation. At every generation, 

solutions are selected on the basis of fitness function, for generating offspring and creating the next generation. The 

initial population is generated randomly, and at every generation, candidate solution is compared and evaluated against 

an objective function for gaining a fitness function score. The objective function is used to measure the candidate 

accuracy over the training set [26,27]. 

 

Swarm intelligence 

Swarm intelligence (SI) is one of the computational intelligence techniques which are used to solve complex problem. 

SI involves collective study of the individuals behav- ior of population interact with one another locally. Especially for 

biological systems nature often act as an inspiration. Simple rules are followed by agents and no central- ized control 

structure exists in order to predict the behavior of individual agents. The random iteration of certain degree between the 

agents provides an “intelligent” behavior which is then unknown to individual agents. Some of popular SI algorithms 

included Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC) and Ant Colony Optimization (ACO) 

[28—30]. Table 17.1 describes the limitation and benefits of different machine learning techniques for classification. 

 

Machine learning techniques for bone cancer detection 

Now a days Machine learning technique plays an important role in diagnosis and identifying the stages of bone cancer. 

Anindita Mishra et al. [8] used random forest technique for classification of bone cancer in CT images. They used 

different fea- tures like shade, autocorrelation, energy, variance and cluster prominence to train and test the random 

forest. Sinthia et al. [16] represented the approach of clustering techniques for bone abnormality classification. They 

used Fuzzy C-mean (FCM) and 

 

Table 17.1 Benefits and limitations of different machine learning techniques. 

           Algorithm                            Benefits Limitations 

 

Decision tree I. Easy to understand and I. Mutually exclusive nature of classes. 

[17,18] effective training algorithm. II. Dependency of decision tree on the 

 II. Order of instance for training selection of attribute. 

 has no effect on training. III. Error results in complex decision tree. 

 III. Pruning techniques can deal IV. Missing attribute make it complex 

about 

 the over fitting problem. the selection of branch for testing the 

  attribute. 

Support vector I. Overfitting problem is I. Training is relatively slow compared to 

machine unlikely to be occur. Decision Trees. 

[19—23] II. Quadratic optimization II. Difficulty in determining optimal 

 problem reduced the parameters of instance when the data 

 Computational complexity. which is used for training purpose is not 

 III. Easy to control the frequency linearly separable. 

 of error and complexity. III. Difficulty in understanding structure 
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of 

  algorithm. 

Random forest I. Fast and effective classification I. Assumes that similar instance with 

similar 

[8,10,24,25] of instance. attribute has similar classification. 

 II. Robustness for irrelevant II. Assumes that all attribute have equal 

 attributes. nature of relevancy. 

 III. Can be used for both III. Complexity is high. 

 classification and regression.  

Genetic I. Simple algorithm, easy to I. Computation or development of scoring 

algorithm implement. function is non-trivial. 

[26,27] II. Can be used in feature II. Not the most efficient method to find 

 classification and feature some optima, tends to find local optima 

 selection. rather than global. 

 III. Primarily used in III. Complications involved in the 

 optimization. representation of training/output data. 

 

 

K-Means clustering algorithm to find the tumor part in bone. They concluded that FCM is better than K-Means 

clustering as it gives better performance in classifica- tion. Rishav Kumar et al. [21] applied the approach of Computer 

Aided Diagnosis (CAD) to differentiate cancerous and non-cancerous bone lesions of spine with help of Support 

Vector Machine (SVM). For segmentation they used Active Contour Model (ACM). Gradient Vector Flow (GVF) was 

used to detect moving boundary segmentation. A. Asuntha et al. [31] applied Artificial Neural Network Algorithm for 

detection and classification of bone cancer. They used filtering and gray scale conversion for preprocessing. For 

segmentation they used thresholding and superpix- el segmentation. They extracted different feature like contrast, 

standard deviation, mean, correlation, entropy, skewness, smoothness, variance and root mean square error. These 

extracted features applied to train the data in Artificial Neural Network. High time complexity was observed in that 

approaches. Madhuri Avula et al. [32] used the approach of mean pixel intensity thresholding for detection of bone 

cancer. For segmentation they used region growing algorithm. For Identification of region of interest mean pixel 

intensity thresholding has been used. They used threshold value for classification of cancerous and non-cancerous 

image. Kishore Kumar et al. 

 

[33] used the approach of mean pixel intensity to detect bone cancer from MRI images. To detect the stages of bone 

cancer they used mean intensity threshold value. Ambalkar et al. [34] used K- Means clustering with thresholding 

approach for classification of bone cancer. For preprocessing they used RGB to gray scale conver- sion and bilateral 

filtering. 

 

CHALLENGES AND FUTURE PROSPECTS 

 

Despite the reported Machine Learning success for cancer imaging, several hurdles and limitations should be overcome 

way before the clinical adoption. Due to increase demand for MRI and CT, large amount of data is generating by care 

provider. Different standards include the DICOM and Picture Archiving and Communication System (PACS) have 

ensured for fast access of data and retrieval. The large amount of data is needed for the data hungry method like deep 

neural network. The major chal- lenge in bone cancer detection with machine learning include how we can make best 

use of structure of medical images and specific property of medical data in training and designing of our model. 

Standardized benchmarking is very important in the medical domain, especially for modalities and anatomic sites. In 

addition, imaging is not act as an isolated measurement of disease. Molecular signature of cancer also plays an impor- 

tant role in diagnosis with imaging. Potential and power of Machine Learning is increasing day by day, but some 

direction in terms of clinical practice is still remaining. Machine Learning techniques can be used for solving 

bioinformatics problem as these techniques are efficient for complex and big biological data analysis. For medical 

image analysis, accuracy and predictive power of Machine Learning methodologies needs fur- ther improvement. 

Further advancement of neural network can be done to calculate size, location and stage of bone cancer. 

 

CONCLUSION 

 

Machine Learning approach proved to be successful in the area of medical image diag- nosis, disease prediction, and 

bone cancer diagnosis and in the field of assessment of risk. In this chapter we concluded that there are many scientific 

challenges which need to be addressed such as noise reduction, accuracy, stages for bone cancer detection and machine 
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learning technique plays an important role in accurate diagnosis of bone cancer. Computer based system in health care 

environment for diagnosis of bone can- cer at early stage proved to be very effective, especially in the country like 

India where mortality ratio is high and doctor to patient ratio is very less. This scenario gives rise to the medical 

imaging dependencies on cancer diagnosis. 
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