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Abstract: The development of autonomous systems for drone journalism represents a significant leap forward in modern 

media coverage. It aims to revolutionize journalistic practices by integrating real-time object detection and tracking 

capabilities using the YOLOv8 algorithm. The primary objective is to create a reliable and user-friendly system that 

enables drones to autonomously capture footage of journalists in action, eliminating the need for manual piloting and 

enhancing efficiency and safety in journalistic drone operations.Utilizing the YOLOv8 algorithm, the system empowers 

drones to autonomously identify and track journalists, ensuring automatic footage capture from diverse perspectives and 

angles. Key features of the proposed system include automated flight controls, user-friendly interfaces for seamless drone 

operation and monitoring, and robust safety measures to minimize the risk of accidents and errors.By streamlining the 

technical aspects of drone piloting, journalists can focus their efforts on content creation, resulting in higher-quality and 

more relevant journalistic coverage. In conclusion, the integration of real-time object detection and tracking with drones 

using the YOLO algorithm represents a significant leap forward in autonomous drone journalism, empowering journalists 

to capture compelling footage efficiently and safely while enriching the storytelling experience for audiences worldwide. 
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I. INTRODUCTION 

 

The rapid evolution of technology has ushered in a transformative era in journalism, marked by the advent of autonomous 

systems tailored specifically for drone journalism. These state-of-the-art systems, powered by advanced algorithms like 

YOLOv8, are reshaping the landscape of how journalists capture, analyze, and present stories in real-time. The integration 

of YOLOv8 into autonomous drones heralds a new chapter in journalistic capabilities, particularly in real-time object 

detection and tracking. This integration not only simplifies the process of capturing footage but also introduces a level of 

efficiency and accuracy previously unparalleled in traditional journalism practices. 

 

By harnessing the capabilities of autonomous drones equipped with advanced detection features, journalists can transcend 

the limitations of manual piloting. This freedom from manual control not only enhances operational efficiency but also 

significantly reduces the risks associated with human error, ensuring a safer and more reliable journalism experience. 

Our project is positioned at the forefront of this technological revolution, with the aim of developing a sophisticated yet 

user-friendly system that empowers drones to autonomously capture footage of journalists in action. Through meticulous 

integration and optimization of the YOLOv8 algorithm, our system is poised to revolutionize how journalists approach 

storytelling and content creation. The central focus of our project lies in enabling drones to identify and track journalists 

in real-time, thereby facilitating automatic footage capture from diverse perspectives and angles. This innovative 

approach not only enhances the capabilities of journalistic drones but also unlocks new possibilities for comprehensive 

event coverage and immersive storytelling experiences. 

 

Key features of our proposed system include seamless automated flight controls, intuitive interfaces for effortless drone 

operation and monitoring, and robust safety protocols to mitigate potential risks. By automating complex technical 

processes, our system empowers journalists to concentrate on crafting compelling narratives and delivering high-quality 

journalistic content. 

 

In essence, the integration of real-time object detection and tracking capabilities with drones, driven by the YOLO 

algorithm, represents a significant leap forward in autonomous drone journalism. By enabling journalists to capture 

captivating footage efficiently and safely, our system paves the way for a new era of media coverage that is both 

innovative and impactful. This project aligns seamlessly with the ongoing digital transformation in journalism, embracing 
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technology as a catalyst for enhancing journalistic practices, storytelling techniques, and audience engagement on a global 

scale.  

Real-time object tracking using YOLO (You Only Look Once) technology harnesses advanced deep learning algorithms 

to detect and track objects in live video streams with exceptional accuracy and speed. YOLO is acclaimed for its ability 

to process video frames in real-time, making it ideal for applications such as surveillance, autonomous driving, and drone 

tracking. 

 

The technology operates by dividing the video stream into a grid and predicting bounding boxes and class probabilities 

for each grid cell. This enables simultaneous detection and tracking of multiple objects within a single pass through the 

neural network, ensuring efficient and effective object monitoring. YOLO's architecture, incorporates feature extraction 

layers, convolutional neural networks (CNNs), and non-maximum suppression techniques to enhance object localization 

and tracking accuracy. Moreover, YOLO's speed optimizations allow it to process video frames at high frame rates, 

facilitating real-time tracking capabilities. 

 

By integrating YOLO technology into systems like drones, surveillance cameras, and security systems, organizations can 

achieve seamless and reliable object tracking in dynamic environments. This technology plays a pivotal role in enhancing 

situational awareness, enabling quick response actions, and improving overall operational efficiency across various 

domains. 

 

II. LITERATURE REVIEW 

 

Hyun-Ki Jung and Gi-Sang Choi's paper "Improved YOLOv5: Efficient Object Detection Using Drone Images" explores 

drone technology's role in object detection, showcasing advancements with potential applications in real-world scenarios. 

They conducted experiments with the F11 4K PRO drone and the VisDrone dataset, focusing on challenging 

environments like altitude changes and low-light conditions. Their enhancements in convolutional layers and feature 

extraction techniques significantly improve accuracy, especially in drone-specific scenarios. However, limitations 

include the absence of specific object tracking and person detection, highlighting areas for future research. Overall, their 

work advances object detection using drone imagery, paving the way for more reliable aerial surveillance systems in 

critical domains.Hyun-Ki Jung and Gi-Sang Choi's paper "Improved YOLOv5: Efficient Object Detection Using Drone 

Images" explores drone technology's role in object detection, showcasing advancements with potential applications in 

real-world scenarios. They conducted experiments with the F11 4K PRO drone and the VisDrone dataset, focusing on 

challenging environments like altitude changes and low-light conditions. Their enhancements in convolutional layers and 

feature extraction techniques significantly improve accuracy, especially in drone-specific scenarios. However, limitations 

include the absence of specific object tracking and person detection, highlighting areas for future research. Overall, their 

work advances object detection using drone imagery, paving the way for more reliable aerial surveillance systems in 

critical domains.窗体顶端 

 

Hyun-Ki Jung and Gi-Sang Choi's paper "Improved YOLOv5: Efficient Object Detection Using Drone Images" explores 

drone technology's role in object detection, showcasing advancements with potential applications in real-world scenarios. 

They conducted experiments with the F11 4K PRO drone and the VisDrone dataset, focusing on challenging 

environments like altitude changes and low-light conditions. Their enhancements in convolutional layers and feature 

extraction techniques significantly improve accuracy, especially in drone-specific scenarios. However, limitations 

include the absence of specific object tracking and person detection, highlighting areas for future research. Overall, their 

work advances object detection using drone imagery, paving the way for more reliable aerial surveillance systems in 

critical domains. 

 

Nayee Muddin Khan Dousai and Sven Lončarić's paper "Detecting Humans in Search and Rescue Operations Based on 

Ensemble Learning" addresses the crucial task of accurately detecting humans in aerial images, particularly in search and 

rescue (SAR) operations, where quick identification in hazardous environments like mountains is vital. Utilizing 

unmanned aerial vehicles (UAVs) in SAR missions has the potential to streamline operations, but detecting humans in 

aerial images poses challenges such as pose variations, low visibility, and adverse weather conditions. Their proposed 

deep learning-based model, utilizing the EfficientDET architecture and ensemble learning, achieves an impressive mean 

Average Precision (mAP) of 95.11% on the HERIDAL dataset, marking a significant advancement in human detection 

accuracy. However, the model focuses solely on detection and does not include provisions for individual identification 

or tracking over time. 

 

Gokhan KucuKayan's paper "UAV-YOLO: Small Object Detection on Unmanned Aerial Vehicle Perspective" delves 

into developing a specialized object detection method tailored for small objects observed from the perspective of 
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Unmanned Aerial Vehicles (UAVs) using the YOLOv3 model. The study introduces optimizations to the YOLOv3 model, 

including enhancing the Resblock in darknet and increasing convolution operations to enrich spatial information.  

A specific UAV-viewed dataset was curated for training and evaluating the proposed detection method, incorporating 

deep learning techniques and optimization strategies. The study presents a specialized detector named UAV-YOLO, 

focusing on improving small object detection performance while ensuring consistency on normal-sized objects. However, 

the study highlights the importance of real-time tracking capabilities for dynamic scenarios like search-and-rescue 

operations and the need for generalizing effectively across diverse environments to maintain accuracy and reliability in 

real-world applications. 

 

Chenfan Sun, Wei Zhan, Jinhiu She, and Yangyang Zhang delve into object detection from drone-captured videos using 

TensorFlow's object detection API in their paper titled "Object Detection from the Video Taken by Drone via 

Convolutional Neural Networks." The study aims to assess the performance of various target detection algorithms and 

feature extractors in recognizing objects like people, trees, cars, and buildings from drone video frames. They compare 

the effects of different detection algorithms on "normal" images versus drone-acquired images, emphasizing the 

importance of object detection for autonomous systems like robots and unmanned aerial vehicles (UAVs). However, the 

study is limited to object detection within drone footage and does not include tracking capabilities for continuous 

monitoring of identified targets. 

 

Chang Liu and Tamás Szirányi's paper "Real-Time Human Detection and Gesture Recognition for On-Board UAV 

Rescue" focuses on developing a real-time system for detecting humans and recognizing body and hand rescue gestures 

using unmanned aerial vehicles (UAVs). The system employs YOLO3-tiny for human detection and recognizes ten 

predefined body rescue gestures, including dynamic gestures like "Attention" and "Cancel." It achieves high accuracy in 

gesture recognition through deep learning methods, facilitating effective communication between users and drones during 

rescue missions. Despite limitations such as dataset availability and computational resource requirements, the system 

demonstrates promising results in laboratory testing, highlighting its potential for UAV-assisted rescue operations 

pending further field testing and validation. 

 

III. PROPOSED METHODOLOGY 

 

Our proposed methodology centers on constructing a robust system for real-time object detection and tracking using 

drones, aiming to enhance journalistic practices significantly. We commence by conducting meticulous data collection, 

capturing diverse datasets that encompass various environmental conditions encountered in journalism, including lighting 

variations, weather effects, and terrain changes. Additionally, we curate a specialized dataset focusing on specific persons 

like journalists to effectively train our YOLOv8 model.Subsequently, we transition to model training and optimization, 

harnessing the power of the YOLOv8 algorithm for object detection and tracking. We employ advanced techniques such 

as transfer learning and data augmentation to enhance accuracy and generalization. Fine-tuning hyperparameters, 

adjusting anchor box sizes, and exploring different network architectures further refine the YOLOv8 model for real-

world scenarios.Integration with drone technology emerges as a pivotal aspect, facilitating seamless incorporation of the 

trained YOLOv8 model with autonomous drones for real-time object detection and tracking. We develop software 

interfaces and communication protocols to ensure smooth interaction between the drone system and the object detection 

model. Furthermore, we implement automated flight controls and monitoring mechanisms to ensure safe operations 

during drone missions.  

 

 
 

Fig 1: System Architecture 
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Our methodology emphasizes a user-friendly interface accessible via a website or mobile app, providing intuitive control 

features for object detection, tracking, and footage capture. Real-time feedback and visualization enhance user experience 

and situational awareness during drone operations. Finally, rigorous testing and validation in diverse environments and 

scenarios, including simulated journalistic assignments and field trials, evaluate performance metrics like accuracy, 

precision, recall, and frames per second (FPS). Feedback from users and stakeholders guides further refinement to meet 

the evolving needs of autonomous drone journalism and object detection technologies. 

 

The project has successfully developed an autonomous drone system for real-time object detection and tracking using a 

custom-trained YOLOv8 model. The system's primary focus was on detecting and tracking a single specific person, such 

as a journalist, to enhance surveillance and coverage capabilities effectively. The integration of YOLOv8's advanced 

algorithms has allowed the system to detect and track specific persons within its field of view accurately. Throughout the 

development process, various technical challenges were overcome, including dataset preparation, model training, 

integration with the drone system, and real-time tracking implementation. 

 

Our system's integration with drone technology enables seamless real-time object detection and tracking, enhancing 

operational efficiency and expanding the scope of applications in dynamic environments. Furthermore, user feedback 

and continuous iteration ensure that our system remains adaptable and responsive to evolving journalistic requirements 

and technological advancements. 

 

IV. RESULT 

 

The project successfully developed a system for real-time object detection and tracking using drones, focusing on 

enhancing journalistic practices. The system demonstrated accuracy in detecting and tracking specific individuals, such 

as journalists, in various environmental conditions. Future enhancements include multiperson detection, dynamic 

tracking, improved user interface, advanced AI algorithms, and real-time data processing. These upgrades aim to elevate 

the system's capabilities for complex tracking scenarios and provide enhanced situational awareness. Integration with 

drone technology ensures seamless incorporation of the YOLOv8 model for autonomous operations.  

 

The user-friendly interface allows intuitive control for object detection, tracking, and footage capture via a website or 

mobile app. Rigorous testing and validation validate performance metrics and guide further refinement. The system's 

success lies in overcoming technical challenges and remaining adaptable to evolving needs in autonomous drone 

journalism and object detection technologies.Additionally, the system has attained an accuracy of 99.4% for mAP 50 and 

a score of 86.7 for mAP 100, showcasing its robust performance in real-world scenarios. 

 

 
 

Fig 2: Weights of Custom Trained Model 
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Fig 3:Specific Person Identification among Group Of People 

 

V. CONCLUSION AND FUTURE ENHANCEMENT 

 

The system has showcased remarkable robustness and precision in its capability to detect and track specific target 

individuals. Looking towards the future, there are several identified enhancements that promise to elevate the system's 

performance, versatility, and responsiveness. These enhancements encompass a range of features, including but not 

limited to, multiperson detection to broaden the system's scope, dynamic tracking for seamless adaptation to changing 

scenarios, an improved user interface for enhanced usability, integration of advanced AI algorithms for more 

sophisticated analysis, and real-time data processing to ensure up-to-date information handling.  

 

Together, these upgrades will significantly augment the system's ability to tackle intricate tracking scenarios and provide 

heightened situational awareness across various applications and contexts. Looking further ahead, potential 

enhancements could entail extending the system's capabilities to detect and track multiple individuals simultaneously, a 

feature commonly referred to as Multi-person Detection and Tracking. Moreover, integrating Dynamic Person Tracking 

functionality will enable smooth transitions between monitoring different individuals in real-time, thereby enhancing 

adaptability in dynamic environments.  

 

These envisioned improvements are poised to address complex scenarios effectively, delivering a more comprehensive 

suite of tracking capabilities that align seamlessly with the evolving demands of real-time object detection and tracking 

in dynamic and challenging environments. 
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