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Abstract. The goal of this project is to use laptop vision and augmented reality technologies along with TensorFlow, 

PyTorch, and OpenCV to develop a web application for an AR virtual becoming room. Typically, the recommended 

tool is made for the web-based environment [13]. The primary necessity for detecting, identifying, and tracking human 

body actions is to interact in actual-time with the recommended software content material, which include digital garb, 

with the use of a digital camera. The vital and primary person interfaces on this utility are the garment catalog, garment 

information, and digital camera preview [13]. Furthermore, real-time popularity and detection of the skeleton joint 

positions in human beings is finished thru the software of a human frame detection and motion monitoring model. In 

evaluation to other tasks and demonstrations presently in life, our model illustrates the stay pictures to check the 

outcome of categorization via an accurate evaluation of the anticipated and real effects concerning the accuracy price of 

every person in real time. In precis, a human body detection and movement monitoring model is included into the 

improvement of an augmented reality (AR) digital becoming room net software for clients [1]. 
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I. INTRODUCTION 

 

In this project, it is suggested to create a web based application that works with widely-used web platforms like google, 

brave, Mozilla Firefox to create a virtual fitting room that uses augmented reality. A virtual fitting room it augmented 

reality is comparable to an in-store fitting room where customers can try on clothes before deciding whether or not to 

buy them [2]. It presents a user wearing a virtual garment on a smartphone screen by superimposing the garment model 

over the wearer's body in real-time.  

 

The overlaid garment model is fitted to the body based on the measurements of the body and the clothing by utilizing 

the smartphone camera to record the user's motions. Because it allows users to virtually look as though they are 

wearing garments, augmented reality, motion tracking, and human body detection. 

 

Additionally, some clients might prefer to shop in- store so they can try on goods and determine whether or not it fits 

them. Nonetheless, during peak hours, particularly on holidays, there are generally large lines and full fitting rooms at 

major clothes stores. Consumers may have to wait a long period in queue merely to try on a small selection of clothing, 

which would annoy them. 

 

In actuality, depending on their individual needs, buyers will select one or both of the clothing purchasing methods—

online and in-store. However, none of these strategies can achieve the goal of allowing customers to confirm the size, 

fit, or style of their desired clothing without having to try it on in person. 

 

Even while internet buying has many advantages, there are several drawbacks that discourage people from making 

purchases this way. The most frequent issue that internet shoppers deal with is not being able to try items on, 

particularly apparel. The majority of them want to make sure the apparel fits properly because occasionally the clothes 

they buy don't meet the seller's size description. In order to make up for poor fit and sizing, return policies and free 

shipping are offered; however, this may cause significant trouble to the seller. 

 

 

 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.102Peer-reviewed & Refereed journalVol. 13, Issue 7, July 2024 

DOI:  10.17148/IJARCCE.2024.13714 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 91 

II. RELATED WORK 

 

2.1 ZEEKIT'S VIRTUAL FITTING ROOM 
 

The first virtual fitting room application was created by the fashion tech start-up Zeekit, and it provides each customer 

with a unique and engaging buying experience. Using their actual photo and body dimensions, it enables online buyers 

to virtually try on any item of clothing without the need to visit the store. Zeekit's proprietary method involves 

displaying 3D maps over 2D photos, allowing it to map a person's image into thousands of segments using real- time 

image processing. Additionally, comparable technology is used in the processing of clothing. Next, the final simulation 

remaps the processed person's appearance and clothing based on their comparable points. In the final simulation, a 

person is seen wearing virtual clothing, which accurately takes into account a few parameters including body 

measurements, size, fit, and fabric. To ensure that their body shape is seen, customers must first upload a full-body 

photo of themselves wearing either a little dress or a tank top and fitted shorts. The program can then analyze their 

bodies and convert 2D images into 3D data to produce a realistic representation of how the clothing would appear on 

them. The shoppers can then freely change the application's estimated waist, bust, and hip measurements. Then, using a 

photograph they've supplied to the app, customers can tap any product they see in-store, online, or in print to see how it 

fits and looks on their own body right away. 

 

2.2 Webcam Social Buyer 
 

The virtual changing room program, called the Webcam Social Shopper (WSS) or Augmented Reality Dressing Room, 

was created by the Los Angeles software business Zugara. Customers can use WSS software to see themselves 

"wearing" clothes via their camera, which increases their confidence while making an online purchase. Zugara has 

developed two different kinds of versions for different platforms: one that integrates with e- commerce platforms via an 

API, and the other that is Kinect- enabled and called "WSS For Kiosks," considering that the software is compatible 

with 2D, 3D, and depth detecting cameras. It creates an effect akin to dressing by overlaying the static 2D image of 

virtual clothing over the actual body. Additionally, instead of forcing users to use a keyboard or mouse, the program 

allows them to interact with the content through hand gestures. With this motion capture technology, users only need to 

move their arms above their heads to browse the various options for the clothing. 

 

2.3 Dressing Room by Gap 
 

It is a smartphone app that facilitates augmented reality computing and is exclusive to Google Tango handsets. Alvarez 

(2017) claims that the program allows customers to virtually try on clothing on five different avatar body types based 

on the data they have entered, including height and weight. Customers have the option to buy the clothing directly from 

the application if they like it. The motions of the camera will enable the smartphone screen to display a virtual 3D 

model of the avatar's physique in real time. It appears as though the user is in front of them via the smartphone's 

camera. Once the favorite item has been chosen, the avatar body will have the chosen virtual apparel superimposed 

over it. To view how the garment feels and appears at different times and occasions, the user can virtually try it on. 

Users can also feel free to try on the clothing in any of the numerous designs, colors, and sizes that are now available. 

In order to evaluate two virtual avatars dressed in virtual apparel more efficiently, users can also arrange them side by 

side. 

 

III. METHODOLOGY 

 

Iterative modeling is the approach that was selected to be used in the creation of the AR digital becoming room utility. 

Iterative versioning is a particular application of the software development life cycle (SDLC) that focuses on a first, 

basic implementation that gradually gains more complexity and a wider range of functions until the entire system is 

constructed. It is a technique for dividing the extensive software enhancement process into manageable chunks. 

Because iterative versions are more flexible than other approaches, this is the reason why they should be used in 

improvement projects. Using this method, a portion of the program can be implemented by starting with tiny sets of 

requirements in order to adjust to the constantly changing scope and requirements with the least amount of time and 

money lost. In order to generate a new version that is an improved model of the previous iteration, additional needs are 

met by adding new features or changing existing ones in the next release. Additionally, it is simpler to test and assess 

the application throughout the course of a generation in order to identify and manage risks. Any capability flaws can be 

quickly identified and quickly returned to the prior iteration. Additionally, the utility's prototype and blueprint can be 

shown to users in order to gather trustworthy feedback that is crucial to its improvement. To put it succinctly, the scope 

and specifications that were previously established may be adjusted to enable the developers to create and deliver an 

excellent machine quickly and error-free using iterative versions. 
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4.1 External camera 

 

An interface for interacting with camera devices is provided by the integration and implementation of the external 

camera, which is used to capture images in real time and process videos. Camera device is modelled as a pipeline using 

this package. It receives requests to capture a single frame as input and executes the request to capture a single image. 

In order to reduce latency, the requests are processed sequentially, with the option for several requests to run 

concurrently and preserve full framerate on any web browser. 

 

This program incorporates camera hardware features, such as autofocus and facing switching, to enable the user to 

more conveniently collect body skeleton joint points by controlling the camera. The user must fully enclose their body 

in the camera and stand four to five steps away from the gadget for successful recognition and detection. The 

technology may not be able to identify the exact joint positions of the human skeleton if only a section of the body is 

seen. 

 

The following are the specifications of the camera: 

 

Brand ASUS 

Manufacturer Asus 

Model ROG Eye 

Model Name ROG Eye 

Product Dimensions 8.1 x 1.7 x 2.9 cm; 195 g 

Item model number ROG Eye 

Flash memory type Micro SD 

Hardware Platform PC, macOS 

Resolution 1080p 

Compatible Devices Personal Computer, macOS 

Special Features Infrared 

Number of items 1 

Display Technology LCD 

Standing screen display size 3 

Has Image Stabilisation No 

Optical Sensor Resolution 1 MP 

Min Focal Length 1 Millimeters 

Audio input compatible with the item Microphone 

Microphone technology Beamforming 

Video Capture Resolution 1080p 

Batteries Included No 

Batteries Required No 

Wireless Type Infrared 

Connector Type Infrared, USB 
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FIG. 4.1.1 CAMERA 

 

4.2 Human Body Recognition and Motion Tracking 

 

The web version of TensorFlow pose estimation model uses the locations of a person's body skeleton joint positions to 

estimate a person's pose in real-time video. This makes it possible for the model to identify, locate, and follow human 

bodies. The detected joint positions that are indexed by "PartID" have confidence scores ranging from 0.0 to 1.0. The 

top, neck, right shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right hip, left knee, left ankle,  and 

right ankle are among the fourteen joint positions that have been recognized, as shown in Figure 3.3. To implement, the 

model file is imported as an asset into the program. In addition, the OpenCV library is downloaded and loaded into the 

application. This library's functions are used to receive frames and supply picture data to the model classifier so that 

posture estimation may be performed after the model and OpenCV libraries loading successfully. Upon properly 

identifying the joint positions, the classifier will report the results. The model gets the video feed frame by frame and 

sends the classification result back to the application so that it may view the live video in real-time [7] . 

 

4.3 Garment Model Generation 

 

The clothing model in this project needs to be adjusted to match the skeleton joint positions because there isn't a 

suitable clothes dataset to utilize. The garment model is made utilizing a real garment as a basis and a translucent 

background to give the user exact size and style information, improving the virtual garments fitting experience [2]. 

 

Furthermore, the clothing model is saved in a graphical file format called Portable Network Graphics (PNG), which 

enables lossless data reduction. The PNG format was used because when it is opened or saved, the data does not lose 

any information. Transparency is the main advantage of PNG over other graphical file formats, such as Joint 

Photographic Experts Group (JPEG). In addition, the Firebase Real- time Database stores information about apparel, 

including title, category, description, and color options [11-13]. 

 

4.4 Garment model superimposed on the human body 

 

The body skeleton joint position, body measurement, and garment size information will be used to superimpose the 

digital clothing over the body once the frame skeleton joint positions have been accurately detected. The clothing 

version might be directly transformed into an appropriate arrangement, like an image representation or a data shape 

inspired by Python utilities for processing pictures, to allow for superimposition and sensible rendering [7]. 

 

To gain practical photos and images, photos processing libraries which includes Pillow or OpenCV in Python are 

applied. These libraries offer functionalities to paintings with images, along with changes, blending, and rendering. For 

example, Pillow offers aid for picture manipulation and composition, at the same time as OpenCV affords toolsfor 

picture processing and pc imaginative and prescient duties. 

 

The technique includes transforming the garment version based totally on body measurements, which are calculated the 

use of the distances between every frame skeleton joint role. Body measurements like shoulder width, arm length, and 

limb length are used to scale and alter the garment model hence. 
 

Moreover, actual-time monitoring of body movement is integrated into this system. The garment model is transformed 

body through frame primarily based at the tracked frame motion. Transformation parameters, inclusive of offsets and 

scaling factors, are determined primarily based at the body skeleton joint factors and movement patterns [13]. 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.102Peer-reviewed & Refereed journalVol. 13, Issue 7, July 2024 

DOI:  10.17148/IJARCCE.2024.13714 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 94 

Python image libraries such as Pillow or OpenCV are utilized to illustrate and produce the clothing version on a real-

time visual display or picture. With the help of these libraries, environments akin to canvases can be created, and the 

garment model may be predominantly drawn using the matrix that is produced when scaling and transformation 

parameters are set. Regarding the architecture of the Python application, it follows a design pattern just like the Model- 

View-Controller (MVC) architecture. MVC goals to split the extraordinary additives of the utility into distinct layers: 

Model, View, and Controller. In the Python software, those layers may be carried out using lessons and modules to 

arrange the codebase and facilitate modularity and maintainability [7]. 

 

IV. SYSTEM ARCHITECTURE 
 

5.1. User Interface (UI): 
 

The user interface serves as the front-end of the virtual trial room device. It can be either a web-based interface 

available thru browsers or a mobile application available on smartphones and tablets. The choice between internet and 

cellular relies upon at the target audience and platform alternatives. 
 

The UI captures various consumer inputs crucial for the digital trial manner. This consists of accumulating consumer 

body measurements, preferences concerning clothing patterns, colorings, and sizes, as well as interactions within the 

digital environment (e.g., deciding on clothes, adjusting healthy). The UI includes interactive factors inclusive of 

buttons, sliders, drop-down menus, and 3D visualization gear to decorate person engagement and facilitate seamless 

navigation within the digital trial room. 

 

5.2. Backend Services: 
 

This aspect handles consumer-related functionalities such as registration, login, profile control (updating non-public 

facts, viewing order history), and authentication mechanisms (username/password, social login). 
 

Utilizes pc imaginative and prescient strategies for photograph evaluation and processing. This includes detecting body 

skeleton joint positions from user pix or video feeds, segmenting garb gadgets, and applying adjustments for virtual 

attempt-on simulations. 
 

Implements machine getting to know algorithms and fashions to beautify the virtual trial experience. For instance, 

advice structures can suggest personalized garb alternatives based on consumer preferences and ancient information, 

whilst style evaluation algorithms can investigate garment compatibility and style traits. 
 

Manages databases to keep and retrieve dependent information efficaciously. This consists of consumer profiles, 

garment catalogs, stock fame, transaction information, and analytics data for reporting and evaluation functions. 

 

5.3. An online trial room engine: 
 

This system is made up of a rendering problem that projects virtual clothes styles onto the subject's body in real time. It 

guarantees accurate alignment, scaling, and texture mapping of digital clothes primarily based on consumer body 

measurements and motion monitoring. 
 

Integrates AR technology to overlay digital clothes onto the consumer's stay video feed or captured photograph. This 

entails calibrating the AR environment, monitoring camera actions, and synchronizing virtual factors with the real- 

international scene. 
 

Utilizes photos processing strategies and libraries to optimize rendering performance, reap sensible visuals, and handle 

graphical variations (e.g., lights consequences, shadows, reflections) for an immersive virtual strive-on enjoy. 

 

5.4. Infrastructure: 
 

Python is a flexible and widely-used programming language recognized for its readability and massive libraries. It is 

regularly used in web development for backend common sense, information processing, and constructing APIs 

(Application Programming Interfaces). 
 

Flask is a light-weight and flexible Python web framework suitable for small to medium-sized packages. It gives 

simplicity, extensibility, and clean integration with other libraries, making it ideal for constructing RESTful APIs and 

backend services. 
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Server-facet technology is used to put into effect the middle common sense of the utility, together with data processing, 

business regulations, and algorithms for digital strive-on simulations. APIs are endpoints exposed by the backend to 

talk with customer-side components (e.g., UI, AR additives). Server-aspect technologies facilitate verbal exchange 

protocols consisting of HTTP (Hypertext Transfer Protocol), WebSocket, or RESTful API protocols for records change 

and real- time updates between the consumer-side and backend offerings. 

 

5.5. Parameter Selection 

 

When selecting standards for function choice and predicting garment charges within the actual-time virtual trial room 

undertaking, we awareness on key components like the size of the overall body and adjusting skills. This includes 

expertise how garb items fit and adapt to specific body sizes and styles, ensuring a cushy and customized revel in for 

customers. We also keep in mind elements like material stretchability and flexibility to accommodate various body 

dimensions, enhancing the accuracy of length pointers. Additionally, statistics-driven methodologies help us analyze 

how clothes modify to extraordinary body types, main to better predictive models and stepped forward consumer 

pleasure. 

 

Table no 5.1.1 : Evaluation Parameters 

 

 

Parameter Description 

Body 

Measurements 

Includes user-provided measurements such as height, weight, shoulder 

width, arm length, etc. 

Clothing 

Preferences 

User preferences for clothing styles, Mens and Females apparels and 

sizes. 

Garment 

Attributes 

Attributes of virtual garments, including material, texture, design, and fit. 

Image Parameters related to image processing, such as image resolution, segmentation 

techniques, and color adjustments 

 

Machine Learning Parameters for machine learning models, including algorithm selection, training data, and 

model hyperparameters. 

Augmented Reality (AR) AR integration parameters, including camera calibration, tracking algorithms, and virtual 

object placement. 

Graphic Processing Graphics rendering settings, including lighting effects, texture mapping, and 3D 

modelling parameters. 

Server-Side technologies Parameters for backend development, including programming language, framework 

selection, API design, and data communication protocols. 

User Interface (UI) UI design parameters, such as layout, navigation elements, interactive components, and 

user feedback mechanisms. 
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FIG. 5.5.2 SYSTEM ARCHITECTURE 

 

V. RESULTS 

 

 

FIG. 5.5.3 Human Body Recognition and Motion Tracking 
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FIG. 5.5.4 Superimposition of Garment Model over Human Body 

 

VI. CONCLUSION 

 

Due to recent advancements in the industry, customers may now purchase online whenever they want and from any 

location. Online shopping offers numerous advantages, but for most customers, the inability to put products on 

especially clothing is a big turnoff. In reality, both online and in-store shoppers want to quickly, easily, and effectively 

determine whether the clothing fits them in terms of size and style. Therefore, the objective of this project is to develop 

a virtual fitting room using augmented reality so that customers can try on clothing without actually doing so. This 

project's augmented reality virtual fitting room application is designed to be lightweight and efficient, utilizing 

inexpensive web application as hardware. This means that users can experience augmented reality and the body 

detection system without having to install the entire system. Additionally, the application's Graphical User Interface 

(GUI) is simple and easy to use, making it appropriate for people of all ages. The body measures can be obtained by 

measuring the distance between each of the recognized skeletal joints. The measurements of thebody, the garment, and 

the locations of the skeleton's joints are then used to fit the clothing model to the human body. It takes little time to 

recognize the human body and fit the garments to the human body for a practical purpose. Furthermore, the web-based 

program supports human body detection in a range of ambient settings, including dim lighting and crowded scenarios, 

allowing users to try garments on at any time and from any location. As a result, the previously indicated objectives are 

fulfilled. 
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