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Abstract: Now day’s crimes are increasing rapidly and there is no region or city without crimes. So we require an
automation for crime detection and prevention. System should stop crimes before it starts. As crimes are increasing,
precautionary measures to be taken to stop crimes [2]. Finding frequent crimes and related correlations is a tedious and
high effort task in the current crime sector. This issues needs to be addressed. Current real time system does not supports
automation for crime prediction in real time. Machine learning or Al is the emerging technology to solve this issue.
Efficient Unsupervised learning algorithms used to process crime training datasets and frequent crimes and their
relationships are identified [5]. Proposed system build to reduce crimes and applicable to crime sector. We are building
a real time application where it is useful for crime sectors to reduce the crimes. Currently none of the crime sector
applications does this and we use efficient data science algorithms to predict crimes with better results.
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l. INTRODUCTION

In real time crimes are increasing more and there are many different types of crimes such as pickpocket, murder, kidnap
etc.... [1] Several crime related works have proposed various techniques to solve the crimes that used too many
applications [3]. Crimes are increasing more in day today life. All cities and all over world facing this crime problems.
Crime type depends on many factors such as location, population, school zone, hospital zone etc...[12] It is very important
to identify the frequent crimes and take necessary actions to reduce the crimes. In this proposed work we build real time
application for crime sector to find frequent crimes in an area and also we predict relationship between different types of
crimes [8]. We apply efficient ML algorithms to process crime data and prediction is done. Data Science, is the trending
technology that can applied to solve all type of problems in all types of fields [1]. In this work data science applied to
crime sector to process old crime data or previous years crime data and to find the frequent crime types and their
correlations [15].

Machine learning is used to train the system using training datasets. Here we use crime datasets, efficient machine
learning algorithms used to process crime datasets and hidden crime patterns are extracted. Unsupervised learning
techniques used to train the system and results predicted. Efficient unsupervised learning algorithms such as Apriori
algorithm[5], Apriori TID algorithms[6] used to process crime datasets and frequent crimes and their relationships
predicted. We develop a real time web application to predict frequent crimes and crime patterns using ML algorithms
[11].

We build machine learning algorithm for predicting frequent crimes and their relationships and comparing the proposed
algorithm with existing algorithm [13][14]. Our system does identifying crimes and related correlations and provides
solution to reduce crimes and making public more alert and active. System finds the correlations between different crime
types such as murder, chain snatching, kidnap, pick pocket, robbery etc..... We are building a real time application to
find the frequent crimes happening today where it is useful for crime sectors to reduce the crimes.

1. RELATED WORKS

2.1 Survey Papers

2.1.1 IEEE PAPER TITLE: Crime Pattern Detection using Simple Apriori Algorithm.
YEAR OF PUBLICATION: 2020

AUTHORS: Peng Chenn, Justin Kurland.

METHODOLOGY: Apriori Algorithm Used.
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DESCRIPTION: This paper aims at applying apriori algorithm to process crime data and predict crime patterns. Data
science techniques are powerful subject to process data [9]. This paper aims to solve the crime problems and bring some
solution using previously underutilized parameters from police recorded crime data [19]. In order to achieve the goal, a
crime procedure is proposed and 3 factor (1) time; (2) setting; and (3) modus operandi.

LIMITATIONS:

®  Uses efficient data mining algorithms.
® Huge data required.

®  More time required for prediction.

® Not Implemented as Real Time A

2.1.2 |EEE PAPER TITLE: A Model for Visual and Intuitive Crime Investigation Based on Associative Rule
Mining Technique

YEAR OF PUBLICATION: 2020

AUTHORS: Edigar ADERO, George OKEYO, Waweru MWANGI.

METHODOLOGY: Apriori Algorithm used.

DESCRIPTION: Crime has been part of our society ever since the concept of laws was first approved. There is an
increased concern at governance level due to escalating levels of crime both internationally as well as locally in Kenya
[11]. In this article, the researcher suggests the use of Associative Rule Mining to come up with a model suitable for
crime analysis and prevention using Apriori algorithm to represent mutual implications among criminal occurrences [20].

LIMITATIONS:

®  Apriori Algorithm used which process huge amount of crime data. Needs more data.
®  Needs more time for crime data analysis.
®  Doesn’t predicts the crime relationships.

2.1.3 IEEE PAPER TITLE: Crime Forecasting Using Data Mining Techniques

YEAR OF PUBLICATION: 2020

AUTHORS: Chung-Hsien Yu, Max W. Ward, Melissa Morabito, and Wei Ding

METHODOLOGY: Classification Techniques Used.

DESCRIPTION: Most crimes are "undetermined."” It is not necessarily random, but it also does not occur regularly in
space or time [4]. In this research, we discuss preliminary results of a crime prediction model developed in collaboration
with local police departments in the northern United States [12]. We analyzed several classifications to determine which
method is best at predicting crime "hot spots.” We also looked at the addition or formation of groups.

LIMITATIONS:
® Data mining Algorithms used, so huge amount of data required.
®  Less Accurate Results.

2.2 Difference between Existing Works and Proposed Work

< In most of the current projects the implementation is successful, but the algorithms used are not programmed and
they use off-the-shelf libraries and tools that the algorithms use. However, in the system concept, we program the
algorithm, that is, we program own logic for the algorithm and the results are tested[7].

« Many research works uses less amount of training data-sets, in the proposed system we use huge data-sets for
processing.

« All existing works uses PYTHON or R Language or Ready Data science tools for prediction and which works for
static datasets, but in the proposed system we implement the concept for dynamic datasets (real time application)[10][14].

*.

s All existing works are just model development, can’t be used in real time. Here we build this concept as real time
application using front end technology as "visual Studio™ and back end technology as "SQL Server" and C# as
programming language.

«+ Proposed system is a real world application with model using Microsoft technologies
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I11. CURRENT WORK

The proposed procedure can be applied to criminal cases. The planning process includes crime modelling, accurate
detection, equipment planning and replacement, and operation time to find the necessary algorithms for crime detection.
The proposed system detects criminal behavior, predicts crime, accurately analyzes and manages large amounts of
information obtained from various sources. The proposed system uses data science technology “association rules” to
predict the relationship between different types of crimes.

Example: location “vijaynagar”, depending on the previous crime data we can predict the different types of crime that
takes place in future.

Output — Crime patterns with different crime types in “vijaynagar” for upcoming days.
1. robbery, murder related to suicide

2. child abusing related to murder

3. chain snatching, robbery related to murder

4. pick pocket, chain snatching related to robbery and murder

3.1 Datasets

A
1 ICrimes ]
Murder, Kidnap, Chain Snatching, Robbery, Half Murder
Kidnap, Chain Snatching, PickPocket, Neck Hanging
Murder, Single Car Chain Snatching, Half Murder
Murder, Kidnap, Chain Snatching, Hit n Run

Hit n run, Drunk n Drive, Chain Snatching, Theft

Murder, Kidnap, Chain Snatching, Neck Hanging, Man Handling
Murder, Chain Snatching, Robbery

Drunk n Driven, Kidnap, Chain Snatching, Theft

Kidnap, Hit n run, Half Murder

Kidnap, Chain Snatching, Robbery, Half Murder

Murder, Kidnap, Chain Snatching, Robbery, Half Murder

Chain Snatching, Kidnap,Hit n run, Neck Hanging, Man Handling
Single Car Accident, Chain Snatching, Hit n Run

Bad Light, Kidnap, Chain Snatching, Hit n Run, Neck Hanging
Kidnap, Chain Snatching, Neck Hanging, Hit n Run

Murder, Single Car Chain Snatching, Half Murder

Murder, Kidnap, Chain Snatching, Hit n Run

Hit n run, Kidnap, Chain Snatching, Neck Hanging

Rad licht Kidnan Chain Snatchina Hit n Run Neck Hanaina
MysDept +
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Fig 1: Crime Datasets
V. METHODOLOGY

4.1 Unsupervised Learning

A Descriptive model is used for tasks that would benefit from the insight gained from summarizing data in new and
interesting ways. There are no predefined labels in unsupervised learning technique. The goal is to explore the data and
find some structure with in. Unsupervised learning works well on transactional data. In our project Association learning
algorithms used such as “Apriori Algorithm and Apriori TID Algorithm. These algorithms preferred as algorithms
supports small datasets and also large datasets.

Process Flow

Step 1: previous year’s crime data collected from different sources such as kaggle.com, dataworld.com, data.gov.in,
githib.com etc...

Step 2: here crime data is preprocessed, where we remove unwanted data and fetch the required data. Unwanted data
such as crime no, serial no etc. will be removed.

Step 3: required data is inputted to algorithms. We use efficient algorithms such as Apriori algorithm and Eclat algorithm
to process the data.

Step 4: after processing, frequent crimes will be extracted and displayed.
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Step 5: Relationship between different types of crimes will be extracted and displayed.
Step 6: both algorithms results compared and efficient algorithm will be chosen.

Step 7. Final outputs displayed on GUI.

Step 8: Comparative analysis of algorithms displayed using graphs.

4.2 Apriori Algorithm Pseudo-code
Apriori (T, minSupport)

Cl = {candidate I-itemsets};

L1 = {ceCl|c.count> minsup},

FOR (k=2 ; Lk-1>7; k++) DO BEGIN
Ck=apriori-gen(Lk-1);

FOR all transactions teD DO BEGIN
Ct=subset (Ck,t);

FOR all candidates ceCt DO
c.count++;

END

Lk={ceCk |c.count > minsup}

END

Answer=* Lk;

§

Get Frequent [tems

U

Generate Candidate
Itemsets

v

‘ Get Frequent Itemsets ‘

Generated No

Set= Null

‘ Generate Rules ‘

Flow of the Algorithm

Fig 2: Apriori Algorithm Flow

© 1JARCCE This work is licensed under a Creative Commons Attribution 4.0 International License 120


https://ijarcce.com/
https://ijarcce.com/

IJARCCE ISSN (O) 2278-1021, ISSN (P) 2319-5940

International Journal of Advanced Research in Computer and Communication Engineering

Impact Factor 8.102 :: Peer-reviewed & Refereed journal :< Vol. 13, Issue 8, August 2024
DOI: 10.17148/IJARCCE.2024.13817

V. EXPERIMENT RESULTS

Graphical Representation — Frequency Plot — Jaynagar

PN ORI Y R R I i A

Janaga e Genzratz Grapn

Jaynagar (Frequency of Crimes)!!!

Fig 6: Crimes Frequency Plot

According to the crime frequency detection graph, robbery accounts for 88% of all crimes. Chain snatching tops the list

with a staggering 94% frequency rate. Murder cases make up 69% of the total crimes reported. Kidnapping incidents
account for 55% of the overall crime frequency. Pickpocketing has the highest frequency rate at 96%, making it the most
common crime. Is all crime frequency detected as per the crime patterns project

VI. CONCLUSION

Identifying different types of crimes that can take place in upcoming days plays an important role in the current crime or
investigation sector. Taking precautionary measures to avoid crimes is also important to reduce crimes in a city. Proposed
system predicts frequent crimes and their relationship in advance, so that police or investigation departments can take
necessary actions to reduce crimes. We are building a real time application where it is useful for crime sectors to decrease
the number of crimes.
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