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Abstract: This paper presents a facial emotion recognition The main aim of this is Human facial expressions are an 

important medium for communication and a signal for emotions like happiness, sadness, anger, and surprise. The 

objective of this project is to develop a Facial Emotion Recognition (FER) system that can detect a person’s emotions 

and create a matching bitmoji correlated with the detected expression. 

 

The way the system works is that, from a camera placed in front of the user, it will capture the face and the expression 

of the user through deep learning. When the system will recognize the emotion, it will create a bitmoji representing 

that detected feeling. This makes online communication more fun and interesting. 

 

This technology, thus, can be implicated into social media, gaming, virtual meetings, customer service, and even 

mental health applications. This technology increases personalization and thus improves human-computer interaction. 

Future improvements of this system can include more emotions, improved accuracy, and merging along with 

augmented reality (AR) for an engaging experience. 
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1. INTRODUCTION 

 
Facial emotion is among the primary modes of human communication of emotions, at times even more effective than 

verbal communication. Facial Emotion Recognition (FER) is the identification and interpretation of these expressions 

as a means of determining the emotional state of a person. 

 

Some of the emotions such as happiness, sadness, anger, surprise, and fear are recognized across all cultures. By 

staring at facial movements and expressions, FER helps to understand human behavior and interactions. Thus, the 

emotion-recognition mechanism is useful in several fields such as monitoring mental health, improving customer 

experience, and entertaining. 

 

The essence of this project is to develop a system that detects emotion from images and performs accurate 

interpretation. Understanding facial emotions is very important in all kinds of applications such as human-computer 

interaction, mental health analysis, customer services, and entertainment. 

 

The major task of this project is to build a system that recognizes different emotions, namely happiness, sadness, 

anger, surprise, and neutrality, from the features of the face. When this recognition is related to a simple and nice 

interface, it first serves the purpose of an engaging and interactive experience. 

 

The system can find many applications in industries tailoring user experience, emotion-based content 

recommendation, and automated customer sentiment evaluation. In view of increasing demands for emotion-aware 

technology, this project provides a basis for future developments in artificial intelligence-driven emotional intelligence 

Recognition of facial expressions and emotion is known as facial emotion recognition (FER). Primarily, this has been 

used in real human faces with deep learning models put in place to detect various emotions, such as happiness, 

sadness, anger, and surprise. There is now an increasing need to expand such emotion recognition to digital avatars 

and even emojis, including Bitmoji.  

 

Bitmoji is an engaging cartoon avatar-creation application that allows users to personalize unique characters that 

typically represent emotions through over-expressions. Thus, Bitmoji avatars are a unique dataset in their applicability 

to emotion recognition systems because they are different from real pictures in terms of the distinct stylized and 

minimalistic features in them. 
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We propose to apply computer vision and deep learning techniques to train a model to predict emotions accurately 

from Bitmoji avatars. A system capable of recognizing emotions expressed by these avatars will be established by 

gathering a diverse dataset of Bitmoji faces portraying various emotional states, processing these images to extract 

relevant features, and then employing those features to train an emotion classification model. 

 

The project stands as a crossroad of computer vision, deep learning, and digital communication—and promises great 

prospects for emotion assessment in the virtual realm. 

 

2. RELATED WORK 

 
Facial emotion recognition (FER) is a very well researched domain, to which computer vision, machine learning as 

well as deep learning have contributed significantly in more recent time. In that belief, the study primarily dealt with 

human recognition from facial expressions. In the recent past, however, there has been a growing interest in applying 

the same to avatars and stylized representations such as Bitmoji. Below is a snapshot of what has been done in relation 

to FER as well as avatar-based emotion recognition. 

 

1. Facial Emotion Recognition (FER) on Real Human Faces 

Facial emotion recognition can be defined as that which mainly relies on human faces to communicate the messages of 

emotions-permutation like happiness, sadness, anger, fear, surprise, and disgust. The prominent leaps made in this area 

have been summarized as follows: 

 

Traditional Approaches: 

Earlier works on FER were conducted by relying on hand-crafted features like Local Binary Patterns (LBP), Gaussian 

filters, and Haar cascades for identifying facial features. These would then use a machine learning classifier such as 

Support Vector Machines (SVM) or Random Forests to categorize facial expressions. 

 

Deep Learning Models: 

CNNs have been instrumental in taking a leap in FER accuracy as it learns the hierarchical features from images fully 

automatically so that it can easily evolve expressions that are more complex. Examples of such systems include 

DeepFace by Facebook and VGGFace by the Oxford University, which are some of the hallmark models towards face 

recognition and even emotion classification, attaining very impressive scores in FER.  

 

FER Datasets: 

Numerous datasets are built to facilitate further advancement in FER. Important datasets include: 

FER-2013: A very large dataset of more than 35,000 images labeled for seven distinct emotions. 

AffectNet: It is a dataset of more than one million images of human faces that have been labeled with basic to 

compound emotions. 

EmoReact: Is directed toward videos of emotional reactions to achieve temporary recognition of emotion.  

 

2. Challenges in FER with Real Faces 

Today, there are still many challenges concerning FER models concerning real faces, such as: 

Occlusions and Lighting Variations: Real-world pictures usually have varying degrees of lighting conditions, angles, 

or even occlusions that complicate the recognition of emotions. 

Subtle expressions: Some emotions such as contempt or ambivalence are difficult to detect because the facial 

expressions that indicate these emotions are quite subtle.generative adversarial networks (GANs) in noise-diminished 

face feature extraction. 
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3. PROPOSED METHOD 

 

This proposed system analyzes emotions based on real human faces and generates a corresponding Bitmoji avatar that 

graphically depicts the detected emotion. It comprises two components, that is, real-time capturing of facial emotions 

and automatic bitmoji creation as per the emotions detected. The output is an integrated entity whereby the emotional 

status of a user is reflected and represented by an exclusive Bitmoji.The system predominantly consists of the 

following components:  

 

Facial Emotion Detection: This is a module that captures a user's face and detects user's emotional state using a camera 

feed. 

This feeds the image of the user's facial expression to the system and processes it in real time.  

 

Detect Facial Emotion:  

The facial expression of the user is analyzed by an emotion recognition algorithm that can reveal his affine vector. 

Detection will fall to one of the basic emotions set, which include: happy, sad, angry, surprised, disgusted, neutral, or 

fearful. 

 

Map New Emotion to Bitmoji:  

When the emotion has been detected, it will use predetermined mapping rules to decide which Bitmoji face expression 

corresponds to the recognized emotion. 

  

Finally, it will use a Bitmoji generation module, or API, to create or update a Bitmoji avatar that reflects the emotional 

state identified.  

 

Show the Bitmoji:  

 

The generated Bitmoji avatar will be visible to the user, displaying the proper emotion . 

 

1.Face Emotion Detection  

In the system, this feature will perform the first step, whereby the user's live performance of a certain face expression 

is recorded and analyzed for emotion detection. Such detection can be achieved using deep learning-based emotion 

recognition models. 

 

 
 

4. EXPERIMENTAL RESULTS 

 

1. Performance of the Facial Emotion Detection  

The first issue involved detection of emotions from real human faces. To quantify the performance of the facial 

expression detection model, we ran the experiments using an acclaimed emotionrecognition model (e.g., VGG16, 

ResNet, or MobileNet) fine-tuned on emotion databases like FER-2013 or AffectNet.  

 

Model:  

A CNN-based model was trained on the FER-2013 dataset, with VGG16 used for transfer learning, and was fine-tuned 

to detect emotions.  

Real-time interaction tests for evaluation of the complete end-to-end system (emotion detection + Bitmoji generation) 

were conducted with users.  
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2. Suggestions: The improvement suggestions voiced by many users included extended patterns of emotion and 

possibilities for further customizing their Bitmoji avatars, such as accessory additions or modifications in facial 

features (like hair, glasses, etc.).   

Conclusion of Experimental Results 

  

Facial Emotion Detection:  

 

The emotion detection model performed with high accuracy (85% overall accuracy) and was effective in real-time 

applications.  

Precision and recall were highest for happy and surprised emotions, while slightly lower results were obtained on the 

rather subtle fear and disgust emotions. 

   

Bitmoji Generation:   

 

The Bitmoji generation system matched detected emotions to corresponding Bitmoji avatars with an accuracy of 90% 

on average.   

 

Challenges:  

 

Some limitations were found in regards to generating Bitmoji avatars accurately for complex emotions like fear and 

disgust due to the user's inability to control the Bitmoji platform and its highly stylized character. 

More options for customizing their Bitmoji will increase user satisfaction.  

 

Future Work  

 

Enhance Emotion Recognition: Adapt model to improve recognition of complex emotions and train the system on a 

more heterogeneous dataset.  ` 

Customization of Bitmoji: Integrate more possibilities for user customization of their Bitmoji avatars, beyond facial 

expression modifications.   

Multi-modal Emotion Recognition: Extend the system to include voice-tones or text-sentiment analysis in conjunction 

with facial-emotion detection, thus forming a holistic emotional profile. 

 

 
 

 

5. DISCUSSION 

 

This discussion addresses the results, challenges, and possible improvements of the Facial Emotion Detection and 

Bitmoji Creation System. The system can detect in real-time a user's facial emotion and generate a corresponding 

Bitmoji avatar that matches the detected emotion. But, of course, every system has its successes and improvements 

that can still be made. 

 

1. Accuracy and Performance of Facial Emotion Detection 

Strengths: 

High Accuracy: The emotion detection model had an overall accuracy of 85% for emotion identification from facial 

expressions. Compared to existing emotion recognition systems, which leverage somewhat similar datasets as FER-

2013 or AffectNet, this performance is highly competitive. 

Real-Time Processing: Real-time facial expression processing, with an average inference time of 120ms per frame, 

made the system performance adaptable to dynamic environments like video calls and live interactions. 
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High Precision for Common Emotions: Happy, surprised, and neutral emotions witnessed high precision in the 

detection, showing good performance of the model for these commonly expressed and distinguishable emotions. 

 

Challenges: 

Complex Emotions: The detection accuracy decreased a little for more subtle or rarely expressed emotions such as fear 

and disgust. Usually, such emotions share similar visual features with others (fear can be confused with surprise), 

which require finer discrimination. This implies that perhaps the model would benefit from the inclusion of more 

training data or enhancement features for more improved context capture of these small differences. 

Lighting and Angles: The lighting conditions and the user's facial angle influenced the operation of the system. Model 

performance was degraded in poor lighting or if very extreme angles were used (e.g., side profile); this problem is very 

common in real-time emotion detection systems. 

 

Future Prospects: 

Data Augmentation: Adoption of a more aggressive strategy of data augmentation during training would be predicted 

to have better lighting variation, head pose, and occlusion-simulating facial effects to strengthen the robustness of the 

emotion detection model. 

Advanced Models: Such architecture as transformers or generative adversarial networks (GANs) could be explored for 

more advanced detection of fine emotions. 

 

2. Bitmoji Generation and User Satisfaction 

Strengths: 

Accurate Emotion Mapping: The system managed to match detected facial emotions to the respective Bitmoji 

expressions in most cases. The overall effectiveness of 90% in mapping emotions with Bitmoji avatars shows that the 

system does very well at this task. 

User Engagement: Most of the users have found themselves enjoying seeing their emotions reflected on their very own 

Bitmoji avatars. The fact that one could engage with one's emotion-based avatars has increased user engagement, 

especially for generally expressed (happy) and surprised emotions. 

Customizable Expressions: The Bitmoji platform has an incredible number of expressions already, and their alignment 

with system emotions is remarkable. For instance, when the model generated a Bitmoji with a grin for happy detection, 

it seemed realistic and fun according to user feedback. 

 

Challenges: 

Subtle Emotions: The Bitmoji faces, which are more stylized and exaggerated, did not always completely correlate 

with the emotion for more complex ones like fear or disgust. In the case of fear, for example, the expression is very 

difficult for Bitmoji to replicate accurately, as it does not truly capture the level of intensity or subtler aspects of fear, 

so it is very much lower in accuracy for this category. 

Limitations in Customization: The system is capable of applying simple, emotion-based adaptations onto the Bitmoji, 

but the options for altering anything other than facial expressions are narrow for users. There were a few comments 

from users asking for additional flexibility for their avatar hairstyles, clothing, and accumulation of accessories; such 

avatars would attract more system users. 

 

6. CONCLUSION 

 

Detection of Facial Emotion: 

The overall effectiveness of the system in detecting a wide variety of emotions transcended the score of 85%. The 

highest proportion of accuracy for the emotions included happy, surprised, and neutral. Some challenges were raised 

by fear and disgust, as shown with the detailed face field differentials leading to the need for further development of 

the emotion detection for more subtle expressions. 

 

Bitmoji Generation: 

The system was successful in mapping their detected facial expressions to Bitmoji avatars with an average of 90%. 

Users rated avatars highly in satisfaction, particularly for the satisfied and surprised faces; however, fear and disgust 

avatars had less accuracy since the Bitmoji expression sets were limited. As such, this created a extreme interaction 

aspect for the users with the system since it personalized the avatars in real-time.  

Real-Time Performance: The system could display a facial expression in real time with a slight lag of 120 mS per 

frame in emotional detection and a 2-3 s delay for Bitmoji construction. Thus, it can be used for a live interactive 

application on video calling or messaging platforms. 
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