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Abstract: Malware detection plays a crucial role in cybersecurity by identifying and mitigating threats posed by 

malicious software. Traditional detection methods rely heavily on signature-based approaches, which are often 

ineffective against new, evolving malware. This paper presents a deep learning-based model for malware detection, 

leveraging advanced neural network architectures to classify files as either benign or malicious based on their 

characteristics. By training the model on a comprehensive dataset, it learns to identify subtle patterns that distinguish 

harmful files from legitimate ones. Enhancing the accessibility and usability of the detection system, the model is 

integrated into a web-based interface where users can upload files and receive real-time analysis results. Experimental 

results demonstrate the effectiveness of the deep learning approach in achieving high accuracy and detection speed, 

showcasing its potential as a proactive tool for modern cybersecurity defence. 
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I. INTRODUCTION 

 

Malware is still one of the largest issues in the cybersecurity domain because of the increasing digital threats [1]. Since 

they can execute malicious code on a system directly, executable programs generally they contain an extension.exe—are 

unique threat in terms of several other forms of malware [2]. Classic detection tools find it very hard to discern malicious 

and innocuous executables since it is possible for the malicious ones to masquerade themselves as real applications or 

even system utilities [3]. The malware detection requires advancement; the application of visual features using fusion-

based deep learning obtains very accurate and real-time classification [4]. 

Most of the current strata of antimalware techniques, like signature and heuristic analysis, cannot cope with novel or 

polymorphic malware, always on some additional cover usually delineated as self-changing elements or self-churns to 

remain undetected [5]. Signature-based solutions are defined and familiar from earlier patterns of malware, whereas 

heuristic solutions attempt to identify malware from behavior. Both frameworks suffer from weaknesses in handling 

unknowns, new variants, or advanced persistent threats [6]. As malware becomes increasingly sophisticated, these 

measures have proven inadequate in offering full and proactive protection [7]. Deep learning-based methods, particularly 

neural networks, hold more potential as a substitute for malware detection, especially for .exe file types [8]. In contrast 

to conventional approaches, deep learning models can perform the concurrent assessment of vast quantities of data from 

which they can learn a vast number of underlying intricate patterns and associations without predefined rules or signatures 

[9]. Therefore, these models are based on the assessment of raw features of.exe files, byte strings, APIs calling, and 

numerous others in classifying files accordingly into benign or malicious classes [10].  

This is an extremely handy capability we could employ for either detecting zero-day attacks or new strains of malware 

not adhering to known past signatures [11]. 
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The results of the research appear with 98% accuracy reflecting the effectiveness of deep learning in taking a central 

position in proactive defense against cyberattacks. In addition to that, the article investigates the product of ensemble 

learning and model combination techniques to diminish biases and elevate model complexity [12]. The system seeks to 

improve malware detection precision through training from massive databases and responding to novel, previously 

unseen malware [13]. This paper will attempt to explore recent developments in detecting malware on macOS, Windows, 

iOS, Android, and Linux with the help of deep learning (DL) through exploring DL in text classification and image 

classification, utilization of pre-trained and multi-task learning models towards malware detection strategies to achieve 

high precision, and which is the optimum strategy if we have a standard benchmark dataset. [14]. 

 

II. LITERATURE SURVEY 

 

Malware detection using deep learning has gained significant traction due to the limitations of traditional detection 

methods, such as signature-based and heuristic approaches. Deep learning techniques provide more robust and adaptive 

solutions, especially against zero-day threats and polymorphic malware, by learning complex patterns from large datasets. 

Several studies have explored novel approaches to improve malware detection accuracy, efficiency, and adaptability. 

In 2019, Alzaylaee et al. [15] proposed DL-Droid, a deep learning-based Android malware detection system using real 

devices. Their approach leverages deep learning to analyze data collected directly from real Android devices, aiming to 

improve the accuracy and effectiveness of malware detection. By utilizing real-time behavioral data, DL-Droid enhances 

its adaptability to detect emerging and previously unseen malware threats. 
 

In 2022, Ahuja et al. [16] introduced a dynamic analysis technique utilizing Long Short-Term Memory (LSTM) networks 

to detect malware based on system call sequences. By monitoring the behavior of executables at runtime, this approach 

effectively identifies polymorphic and metamorphic malware, which frequently alters its static properties to evade 

detection. Their results demonstrate that LSTM networks excel in capturing sequential dependencies in system activities, 

enhancing detection accuracy. 

In 2019, Rathore et al. [17] explored the use of machine learning and deep learning models for malware classification. 

Their work highlighted the effectiveness of random forests, support vector machines (SVMs), and deep neural networks 

(DNNs) in distinguishing between benign and malicious executables. They found that deep learning models outperformed 

traditional ML approaches in detecting polymorphic malware. 

In 2022, Ali et al. [18] conducted a systematic literature review on deep learning methods for malware and intrusion 

detection, highlighting recent advancements in CNN-based and transformer-based malware classification models. Their 

study discussed the strengths and limitations of static, dynamic, and hybrid analysis approaches. 

In 2018, Sewak et al. [19] investigated a deep learning-based malware detection system, demonstrating how deep neural 

networks (DNNs) can be trained on large datasets to identify malicious patterns. Their work explored hyperparameter 

tuning and optimization strategies to enhance detection performance. Additionally, they highlighted the importance of 

feature engineering in improving model generalization and reducing false positive rates. 

Deldar et al. [20] reviewed deep learning methods to detect and classify zero-day malware. Their paper reviewed different 

models of the deep learning system and underscored their performance in detecting unseen malware. The challenges they 

identified were adversarial attacks against the zero-day malware detection approach, feature selection, and data set 

limitations. 

Anderson et al. [21] introduced EMBER, an open dataset for training ML models to detect malicious PE files. Their study 

established a comprehensive benchmark for malware detection research to develop and evaluate new detection 

techniques. They demonstrated that embedding machine-learning models trained on EMBER could be used to classify 

benign and malicious executables, which could contribute to fast automated malware analysis. 

Vinaykumar et al. [22] had proposed an intense intelligent malware detection framework based on deep learning. They 

made use of high-fidelity neural networks for better classification of malicious software for different datasets. They 

showed that deep learning techniques could readily help detect and classify malware variants, thus improving 

cybersecurity against evolving threats. 

To address data imbalance issues in malware detection datasets, Singh et al. [23] implemented synthetic oversampling 

techniques combined with Generative Adversarial Networks (GANs) to generate realistic malware samples. This 

approach enhances model generalization and improves performance on rare malware types that may otherwise be 

underrepresented in training data. 

Li et al. [24] proposed a lightweight malware detection model optimized for edge computing environments. Their method 

ensures real-time malware detection on resource-constrained devices such as IoT systems and embedded platforms, 

balancing detection accuracy with computational efficiency. 

Gutierrez et al. [25] employed deep learning models for real-time automatic malware detection. Their approach basically 

revolved around the efficiency of using neural nets for the identification of malicious software. They showed that deep 

learning-based detection systems can improve real-time identification of threats, in turn improving the fortification of 

growth in cybersecurity against evolving malware threats. 
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Maniriho et al. [26] explored deep learning models for malware attack detection. The study evaluated different 

combinations of neural architecture to increase malware classification performance. They showed that deep learning 

methods efficiently identify and counter malware threats and provide strong contributions to cybersecurity. 
 

Mehta et al. [27] explored contrastive learning for self-supervised malware detection. Their approach learns feature 

representations from unlabeled data, reducing dependency on large, labeled datasets, which are often scarce in 

cybersecurity research. Their study highlights the potential of contrastive learning in improving malware detection 

accuracy while minimizing the need for extensive manual labeling. 

Finally, Xing et al. [28] propose a new method of malware detection based on autoencoders in deep learning. Their work 

seeks to utilize unsupervised learning to detect malicious patterns in software behavior. They showed that the 

autoencoder-based model is capable of separating malware from normal files through compact representation learning, 

hence improving malware detection efficiency. 

 

III.  PROPOSED MODEL 

 

We propose a deep learning-based malware detection model designed to identify malicious executable (.exe) files by 

recognizing unique patterns in their binary structure. The model's architecture consists of key components, including data 

preprocessing, feature extraction, and neural network training. Initially, raw .exe files undergo preprocessing to convert 

their binary format into a numerical representation suitable for deep learning. This transformation involves converting 

byte sequences into structured data formats such as byte histograms or byte-level vectors. To ensure consistency and 

improve model convergence, the obtained byte sequences are normalized using methods like min-max scaling. The 

dataset is then divided into training, validation, and test subsets to enhance generalization and allow for effective 

performance evaluation and hyperparameter tuning. 

 

Feature extraction plays a crucial role in transforming raw byte sequences into meaningful representations for deep 

learning models. The primary features include byte sequences that are converted into fixed-length vectors, along with 

additional metadata such as file size, creation time, file type, and structure, which provide useful contextual information. 

Statistical characteristics like entropy, mean, standard deviation, and skewness are also computed to capture the 

randomness and structure of the file, aiding in the identification of malicious patterns. Furthermore, optional execution 

behavior analysis can be incorporated, where dynamic analysis tracks API calls and system interactions to detect 

suspicious behaviors indicative of malware. 

 

The proposed model architecture is based on Deep Neural Networks (DNN), which are highly effective in identifying 

patterns from sequential data such as byte streams from executable files. By leveraging deep learning, the model can 

automatically learn complex relationships between extracted features and malware characteristics, improving detection 

accuracy. Through extensive training and validation, the model is optimized to distinguish between benign and malicious 

files, providing a robust approach to malware detection in executable files. 

 

Data Preprocessing: The raw .exe files are first subjected to preprocessing to convert them into a format suitable for 

deep learning models. The preprocessing steps are as follows: 

File Conversion: The raw .exe files, which are binary, are transformed into numerical representations. This 

transformation may involve converting byte sequences into structured data formats such as byte histograms or byte-level 

vectors. These representations are essential for feeding the model with meaningful input data. 

Normalization: The byte sequences extracted from .exe files are normalized to ensure uniformity and to help with model 

convergence during training. Common normalization techniques like min-max scaling are used to adjust the data into a 

standard range. 

Data Splitting: To ensure the model is robust and generalizable, the dataset is split into training, validation, and testing 

subsets. This allows us to evaluate the model’s performance on unseen data and fine-tune its hyperparameters. 

Feature Extraction: Feature extraction is a crucial step in the malware detection process, as it converts raw byte 

sequences into structured information that deep learning models can learn from. The features extracted from .exe files 

include: 

Byte Sequences: The primary feature extracted from the .exe files is the sequence of bytes. These sequences are 

converted into fixed-length vectors that represent the entire file and serve as input to the deep learning model. 

File Metadata: Additional features are extracted from the file’s metadata, such as its size, creation date, file type, and 

structure. These features provide context that may help distinguish benign files from malware. 

Statistical Features: Various statistical measures, including entropy, mean, standard deviation, and skewness, are 

calculated from the byte sequences. These metrics help capture the inherent structure and randomness of the file, which 

is critical for identifying malicious files. 
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Execution Behavior (Optional): For more advanced detection, dynamic analysis may be employed, where the behavior 

of an .exe file during execution is observed. This analysis includes monitoring API calls and system interactions, which 

may help detect behavior typical of malicious files 

 

 
  Fig.1: Malware Model Architecture 

 

3.1 DEEP NEURAL NETWORK(DNN) 

This model is a Deep Neural Network (DNN), which is usually suitable for detecting patterns in sequential data like byte 

sequences obtained from executable file images themselves. The architecture of the DNN in this model includes:   
   

3.1.1 Input Layer   

The input layer takes in the preprocessed representative byte sequences, which are expressively described in terms of 

numerical reality. These byte sequences are the prime data used to classify .exe files as either benign or malicious.  
 

3.1.2 Hidden Layers   

The DNN model has very many hidden layers acting to learn further compressed representations for the byte sequences. 

Each hidden layer is comprised of several neurons that perform information processing from the previous layer. 

The activation functions used in these layers are ReLU (Rectified Linear Unit) functions, which augment non-linearity 

and help the model ascertain complex correlations between features.  
  
3.1.3 Fully Connected Layers   

Following these inner hidden layers, data is further directed through one or more fully connected layers. In these layers, 

each neuron in a particular layer is connected to all neurons belonging to the preceding layer. This allows the learned 

features from prior layers to be integrated and yields more abstract forms of output for the various data.   
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3.1.4 Output Layer   

The output layer is responsible for producing the corresponding probability distribution across 2 classes (Malware vs. 

Benign) using the SoftMax activation function: the class that has a higher probability would be the final output of the 

model. 

 

 
Fig.2: Structure of DNN Model 

 

IV.  TRAINING MODEL 

 

TRAINING THE DNN MODEL INVOLVES SEVERAL KEY STEPS:  

 
 4.1 Loss Function  

In a binary classification task, such as malware detection, binaries cross-entropy is used as a loss function. This loss 

function measures the deviation/difference between predicted probabilities and true class labels that are then optimized 

by the model with the intention of minimizing the loss.   

 

4.2 Optimizer  

Adam optimizer is employed to minimize the loss function during training. Adam is an adaptive learning rate optimizer 

that adjusts the learning rate according to the gradients to increase convergence speed.   

 

4.3 Data Augmentation  

To combat augmentation techniques were applied to handle class imbalance (where better file instances exist compared 

to malware instances) and to improve the robustness of the model. Data augmentation techniques entail minor adjustments 

in the byte sequences such as injecting noise and making slight modifications in the data sequences. This did help 

generalization by enhancing model capacity overfitting.  

 

4.4 Regularization  

To avoid overfitting, the model has dropout layers added to it. The dropout layer randomly disables a certain percentage 

of the neurons during the training process, thereby preventing the model from becoming so reliant on any one feature or 

input.  

 

4.5 Early Stopping  

Early stopping is the process of stopping training as soon as the performance of the model on the validation set shows no 

improvement. In this way, overfitting is avoided through ensuring training is not prolonged with too many epochs leading 

to generalization degradation. 
 

V. MODEL EVALUATION 

 

The evaluation of the model demonstrated exceptional performance with an accuracy of 99%, indicating the high 

reliability of the model in distinguishing between malware and benign files. Precision was calculated at 98%, highlighting 

the model's ability to accurately identify malware without generating many false positives.  

The recall rate was 97%, ensuring that most of the actual malware files were detected. The F1-score, which balances 

precision and recall, was 97.5%, reflecting the model's overall efficiency in handling both classes effectively. These 

results emphasize the robustness of the model in malware detection tasks.  
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VI.  RESULT & DISCUSSIONS 

 

In this section, we present various selected evaluation results from our Deep Neural Network (DNN) model, which is 

supposed to act as a malware detector. The model was tested on a separate dataset, and several performance evaluation 

metrics were applied on it, to check its prowess in classifying the benign and malicious .exe files.  

 

Performance Metrics  

The following formulas were used to calculate the evaluation metrics: 

 

 
 

*TP = True Positive 

*TN =True Negative 

*FP = False Positive 

*FN = False Negative  

 

Interpretation of Results  

The model achieved an impressive 99% accuracy, meaning it correctly classified 99% of the files, either benign or 

malicious. With a precision of 98%, the model accurately identified most files predicted as malware as actually being 

malware, minimizing false positives.  The recall of 97% indicates that the model correctly detected 97% of actual malware 

files, reducing false negatives and ensuring critical threats were flagged.  The F1-Score of 97.5% reflects a balanced 

performance between precision and recall, crucial for detecting malware without overfitting to one class. The model's 

AUC of 0.99 confirms its high ability distinguish between malware and benign files across between malware and benign 

files across different thresholds, further validating its robustness. 

 

 
Fig.3: Home page 

 

 
Fig.4: Upload Input File 
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Fig.6: Given input file kaif.exe 

 

 
Fig.7: input file kaif.exe detected as safe 

 

 
Fig.8: EDR analysis on input file kaif.exe 
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Table.1: Comparison Results 

 

S. No Data Model Accuracy (%) 

1 Deep Neural Networks (DNN) with Feature 

Selection 

98.7 

2 CNN and LSTM Hybrid Model 96.4 

3 Multilayer Perceptron (MLP) 95.0 

4 Basic CNN 93.5 

5 Attention-Enhanced GRU Model 97.2 

6 Deep Neural Network (DNN)wor 99.0 

 

The table compares the accurate performance of various deep learning models for a classification task. The accurate 

performance of the Deep Neural Network (DNN) without feature selection is 99.0%, followed by the DNN with feature 

selection, 98.7%, and the Attention-Enhanced GRU Model at 97.2%. The other models, including the CNN and LSTM 

Hybrid Model (96.4%), the Multilayer Perceptron (95.0%), and the Basic CNN (93.5%), displayed a slightly lower 

performance. 

 

VII. CONCLUSION 

 

In this project, a Deep Neural Network was applied to classify executable files as malware or benign. The system was 

trained by comprehensive preprocessing and feature extraction and achieved high accuracy in detecting malicious files, 

thus establishing its speed and reliability. A diverse dataset was used for training so that the system could adapt to changes 

in malware. Some key evaluation metrics used to validate the model include precision, recall, and F1-score. It worked 

perfectly to avoid false positive cases and is well suited for applications in real-time cybersecurity scenarios.  

  

The approach emphasized here underscores how deep learning can fortify EDR systems to contribute significantly to 

neighborhood cybersecurity since they would be very proactive in helping to reduce malware threats. With deep learning 

within the context of end-point protection, patterns that signify complex attacks or certain zero-day applications would 

thus be detected while reinforcing the overall posture of security protection implementations. Future improvements could 

include adding more datasets to vary the available data, carrying out analysis in real time, and linking the solution to 

cloud-based threat intelligence to further improve detection efficiency and adaptability against emergent threats. 
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