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Abstract: This paper presents the design and implementation of LEGAL Al, an artificial intelligence-powered legal
research and case prediction system customized for the Indian judicial context. It leverages a fine-tuned LLaMA-2 model
and InLegalBERT using transfer learning and domain adaptation to provide functionalities such as case outcome
prediction, legal explanation generation, and legal question answering (Legal QA). The system employs a Streamlit
interface and FAISS-based vector search to retrieve relevant legal documents and provide contextual legal insights. With
domain-specific fine-tuning and quantized models for CPU inference, LEGAL Al enhances accessibility, interpretability,
and efficiency in legal research and decision-making.
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l. INTRODUCTION

The Indian legal system is complex and vast, posing challenges to professionals and citizens in efficiently accessing and
interpreting legal information. Existing keyword-based search tools lack the contextual depth required for nuanced legal
analysis. LEGAL Al addresses this gap by introducing an Al-powered platform that performs legal prediction, reasoning,
and question answering tailored to Indian law. The system fine-tunes LLaMA-2 and InLegalBERT using real-world
Indian legal datasets and integrates with a Streamlit-based interface for intuitive usage. Additionally, the platform features
a Legal Question Answering (Legal QA) module using Retrieval-Augmented Generation (RAG) that provides accurate
and contextually grounded responses to user queries based on statutes such as IPC, CrPC, and the Constitution.

1. LITERATURE REVIEW

Recent literature shows the evolution of legal NLP from keyword-based systems to deep learning approaches.
Zadgaonkar (2021) highlights NLP challenges in extracting structured data from legal documents. Naik (2022) illustrates
the role of NER and summarization in simplifying legal judgment analysis. Quevedo (2022) traces the shift toward
transformer-based models and emphasizes domain adaptation. LORA (Hu et al., 2021) provides efficient fine-tuning with
fewer parameters. Nigam (2023) demonstrates the importance of explanation-driven predictions in Indian courts. These
insights validate LEGAL AI’s architecture of using fine-tuned LLaMA-2, RAG-based Legal QA, and quantized models
for efficiency.

1. SYSTEM ARCHITECTURE AND DESIGN

Architecture Overview:

LEGAL Al is built on a modular architecture with three main components. The user interface is a Streamlit-based, chat-
driven platform that facilitates user interaction. The backend controller manages and routes user queries to the
appropriate processing modules. The Al modules include InLegalBERT for binary classification tasks, a LORA-tuned
LLaMA-2 model for generating legal explanations, and a Retrieval-Augmented Generation (RAG) pipeline integrated
with FAISS for efficient and accurate Legal Question Answering (QA).
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B. Use Case Scenarios

LEGAL Al serves three primary user groups—Ilaw students, legal professionals, and general users—with key
functionalities tailored to their needs. The platform enables case outcome prediction (accepted or rejected), legal
explanation generation to understand the rationale behind decisions, and legal question answering based on Indian
laws such as the IPC and CrPC. Additionally, it offers a feature to export results as PDFs, particularly useful for legal
professionals during documentation and case preparation.

LEGAL Al: Integrated Al System for Legal Research and Case Law Analysis (India)

Responses generated via CPU inference.\nAvg. latency: 1.5-2 min B'

L7 LEGAL Al System
’
’ L — - J Explanation generated using
4 = N Quantized LLaMA-2 model
! > Generate Legal Explanation ) ——— — fine-tuned on Indian legal cases
) T _ —| with LoRA
] /7_‘-

> --et Legal Answer(Q&A}'_'7== ——

J Legal Q&A uses RAG pipeline
—| with FAISS-based retrieval

—— - ] .
N + Upload Document or Enter Text

o . ] -
T i S R — Prediction powered by
g [RlEe (S5 LR s T | InLegalBERT (Fine-tuned)

;?'\-liew Prediction Results

C. Design Decisions

The design of LEGAL Al emphasizes efficiency and maintainability. Quantization using GGUF was implemented to
enable CPU-friendly inference, making the system more accessible on low-resource machines. FAISS was chosen for
fast and efficient document retrieval, crucial for the Legal QA module. Additionally, the architecture was built with
modular components to ensure ease of maintenance, scalability, and future upgrades.
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(AVA IMPLEMENTATION AND METHODOLOGY

This Legal Al system tailored to the Indian legal domain, integrating fine-tuned transformer models, instruction-based
prompting, and retrieval-augmented generation (RAG) for robust performance across distinct legal tasks: classification,
judgment prediction with explanation, and legal QA.

A. Fine-Tuning InLegalBERT for Legal Judgment Classification

We fine-tuned the InLegalBERT model using two strategies—shallow tuning (freezing all encoder layers and training
only the classification head) and deep tuning (unfreezing the top 4 encoder layers: layers 8-11, along with the
classification head)—for a binary classification task (Accepted/Rejected). The dataset was tokenized using
InLegalBERT’s tokenizer with truncation and padding. A classification head was appended to the pre-trained model.
Both configurations were trained using the HuggingFace Trainer API with identical hyperparameters: 6 epochs, learning
rate 2e-5, batch size 16, AdamW optimizer, and linear warm-up scheduling. Evaluation metrics included accuracy,
macro/weighted F1 score, precision, recall, and confusion matrix. Deep tuning outperformed shallow tuning in final
accuracy and F1 score.

B. Instruction-Tuned Judgment Prediction with Explanation Using LLaMA + LoRA

For interpretable legal judgment prediction, we used the PredEx dataset, formatted for instruction-based supervision.
The model was fine-tuned using Low-Rank Adaptation (LoRA) on LLaMA in 4-bit precision (load_in_4bit=True) to
enable CPU-efficient training. Only LoRA parameters were trained, significantly reducing memory and computation
requirements. Tokenization combined instruction, case summary, and response fields. Training utilized HuggingFace’s
Trainer, and logs were managed via Weights & Biases. The model was quantized to gguf format (Q4_K_M) using
llama.cpp for inference. Final outputs included both a binary prediction and a rationale, enhancing transparency.

C. Legal QA via Retrieval-Augmented Generation (RAG)

For Legal QA, we implemented a RAG pipeline using LangChain. Key legal documents (e.g., Constitution, IPC) were
ingested from PDFs via PyPDFLoader and split using RecursiveCharacterTextSplitter. Embeddings were generated using
sentence-transformers/all-MiniLM-L6-v2 and stored in a FAISS vector store. Queries were processed via LangChain’s
Retrieval QA, retrieving relevant documents and generating answers using domain-specific prompts. The language model
backend was powered by CTransformers, optimized for CPU inference.

D. Interface and Evaluation
A Streamlit-based interface allows real-time querying and document transparency. The system is continuously
evaluated using legal metrics (accuracy, citation correctness), user feedback, and model retraining as the corpus evolves.

V. RESULTS AND DISCUSSION

A. InLegalBERT For Legal Prediction

Performance Metrics: Shallow vs. Deep Fine-Tuning (InLegalBERT - Prediction Task)

This chart compares key classification metrics—Accuracy, Precision, Recall, F1 Score, ROC AUC, and PR AUC—
between shallow fine-tuning (classifier head only) and deep fine-tuning (last 4 layers unfrozen) of InLegalBERT.
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Confusion Matrix Comparison: Shallow vs. Deep Fine-Tuning (InLegalBERT - 6 Epochs)

Confusion Matrix Curve

Predicted {E‘}
Accepted Rejected
: ‘ E
b
p=1
§
=
=
o
q E [
=
o
G
o
o
i
T T 1 L T 1 T T 1 T 1 T 1
0 100200 30040050 0 100200 30040050

Chart 2: Confusion Matrix Curve
The confusion matrix shows that deep fine-tuning (pink) achieves higher recall for the 'Accepted' class by capturing more

true positives, though with a slight increase in false positives. In contrast, shallow fine-tuning (green) is more
conservative, reducing false positives but missing some true cases.
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of the claim petition by of the appeal by the of the appeal in this MACT High Court Court 5 years 2 years 6 months 5 months Leave granted.2. This appeal is directed against the judgment and order dated 30th
August, 2023 in MFA N0.100308/2021 passed by the High Court of Karataka, Dharwad Bench, which in tur was preferred against the judgment and order dated 4th December, 2020 passed in MVC No.111/2015
by the Addl. Senior Civil Judge and Addl. MACT, Hangal.Signature Not VerifiedDigitally signed by3. The brief facts giving rise to this appeal are that on 24 th June, 2014, the RAJNI MUKHI Date 2025.02.11 184728

IST Reasondriver of the offending goods vehicle bearing No.KA-16/A-6260, while driving rashly and negligently, dashed into the Claimant-Appellant, aged 27 year

who was travelling on his motorcycle bearing
No.KA-02/1

3487 from Kashambi village. Upon companylision, the Claimant-Appellant sustained injuries and, as such, was taken to SOM Hospital, Dharwad, where he was treated and remained admitted for
two months companypletely bedridden.4. The Claimant-Appellant filed an application for companypensation under theMotor Vehicie Act, 1988, seeking companypensation to the tune of Rs.30,00,000/- with
companyt and interest 18 per annum from the date of accident tll realisation, submitting therein that he was working 2s a Goundy and earning more than Rs.10,000/- per month before the accident and was the
sole breadwinner of his family. After the incident, due to mental and physical suffering, he is number in a position to do any work.5. The Tribunal, by its judgment and order, directed the Insurance Company to
pay an amount of Rs.6,78,000, 6 per annum from the date of petition till the date of realisation. The Tribunal companysidered the monthly income of the Claimant-Appellant to be R

per month and the permanent 20.6. Being aggrieved with the amount of companypensation awarded, the Claimant-Appellant filed an appeal bef
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Figure: InLegalBERT prediction “Accepted”
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Industrial Undertakings Act, 1993and the judgment inShanti Conductors v. Assam State Electricity Board. 87. The Micro, Small and Medium Industry in our Country 128. Interpretation of Statutory Remedies by
Constitutional Courts 159.Statutory Scheme of the MSMED Act, 2006 1710. Whether registration is a necessary precondition to referring a dispute underSection 180f the Act 2011. ReSilpi Industries v.
Road Transport Corporation 31Signature Not VerifiedDigitally signed byINDU MARWAH12. ReGujarat State Civil Supplies Corporation Ltd. v. Mahakali Foods Pyt. Ltd 35 Date 2025.01.10 155320 IST Reason13.
Conclusion and reference to larger Bench 4211, Introduction The old value of Small is beautiful 1 h
towards economic development, the United Nations declared June 27th as MSME day. MSMES are said to be the backbone of many economies, including India. This resonates with the statement of the father of
our nation, Mahatma Gandhi, declaring that the salvation of India lies in companytage and small scale industries. The Parliament enacted theMicro, Small and Medium Enterprises Development Act, 20062 for

erala State

number lost ts relevance. Recognising the companytribution of micro, small and medium enterprises

facilitating the promotion and development of the enterprises by creating certain rights and duties and establishing a Board, Advisory Committee, and Facilitation Council. Importantly, the Act provided a
mechanism for dispute resolution. 1.1 The MSME before us has a simple prayer. It seeks to refer the dispute that it has with the buyer regarding payment of its dues to the Facilitation Council for arbitration
underSection 180f the Act, which provides that any party to a dispute may, with regard to any amount due undersection 17, make a reference to the Micro and Small Enterprises Facilitation Council. The
appellant opposes this prayer by companytending that any party can only be a supplier and that supplier 1 E.F. Schumacher, Small Is Beautiful A Study of Economics as

® Prediction: X Rejected with 50.

M Probabilities:

Figure InLegal BERT prediction “Rejected”

B. LLaMA-2 Evaluation

Legal Al is an Al-powered legal platform designed to help law students, legal professionals, and the general public
navigate Indian legal texts, case laws, and statutes. It features three key modules—Legal QA, Case Prediction, and Case
Explanation—which were tested for real-world applicability, responsiveness, and output quality. Law students used it as

a virtual tutor, while junior advocates and paralegals leveraged it to evaluate case viability and streamline legal research.
Its structured, responsive outputs proved valuable in legal drafting, moot courts, and exam revisions.
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that arrests should be made only in exceptional cases where the investigation reveals serious offenses involving deliberate tax evasion. The judgment noted that mere demand

of tax or disputed tax assessments do not justify arrest, thereby protecting taxpayers from harassment. The Court underscored that the purpose of arrest is not punitive but to

ensure the presence of the accused during the investigation and trial. The ruling brought clarity on the application of procedural safeguards and emphasized judicial oversight of

Legal Prediction and Explanation arrests under the GST and Customs laws. The Court also reiterated the principle that every arrest must comply with constitutional mandates, uphold the dignity of the individual,
and conform to principles of natural justice. This landmark judgment thus establishes a framework where the enforcement of tax laws through arrest powers is balanced with
safeguarding fundamental rights. The ruling strengthens the rule of law by mandating transparency and accountability on the part of revenue authorities and preserves the
essential freedoms guaranteed to citizens. The Court's decision has far-reaching implications for tax administration, ensuring that arrest provisions are not used arbitrarily but as
alast resort in serious cases of tax evasion. By upholding the provisions with important safeguards, the judgment fosters confidence in the legal process, promotes fair
enforcement of tax laws, and protects citizens from undue harassment, setting a precedent for future cases involving arrest powers under regulatory statutes.
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s g Based on the facts and judgment excerpts provided, it is likely that the court will rule in favor of the appellant (Radhika Agarwal). The judgment emphasizes the
importance of balancing the State's interest in tax collection with the protection of individual liberty, and it is evident that urt prioritizes the protection of
nstitution of India. T decision to uphold the constitutional validity of ns 69 and 70 of the CGST Act,

fequards prescribed in th 1ge: the legislative powers of Pa nt under Article 246-A of the Constitution are within the
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64 E realm of legislative competence. However, the cour phasis on the need for balancing the State's interest with the protection of individual rights and its
-~ reiteration of the principle that every arrest must comply with constitutional mandates indicate that the court will not condone arbitrary or excessive use of arrest
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arification that revenue ¢ arrest powers are * as defined under the CrPC, but are subject to the same
quards as the CrPC, further supports the prediction that the court will avor of the appellant. The court’s warning t the misu: rrest
and its emphasis on judicial oversight of arrests under the GST and Customs laws ak gest that the court will not tolerate any abuse of power by revenue

authorities.

In conclusion, the court is likely to rule in favor of the appellant, upholding the constitutional validity of Sections 69 and 70 of the CGST Act subject to the procedural
prescribed in the CrPC. The court's decision will establish a framework that balances th s interest in tax collection with the protection of individual

uring that arrest powers are not used arbitrarily or excessively, while also promoting fair enforcement of tax laws and protecting citizens from undue

Figure Prediction and Explanation

C. Legal QA Evaluation
The RAG pipeline returned legally grounded responses for complex queries. Retrieval performance was consistent with
cosine similarity and embedding quality.

D. Real-World Deployment
CPU-based deployment ensured the tool worked efficiently even in law colleges and NGOs. Streamlit interface made it
user-friendly for non-technical users.

VI. CONCLUSION

This project introduces an Al-powered legal research and case law analysis system tailored to the Indian legal domain.
Using transfer learning and domain adaptation, a LLaMA-2 model is fine-tuned on legal texts to understand complex
legal language and context. It combines FAISS-based vector search with advanced NLP for efficient document retrieval,
case prediction, and explanation generation. Unlike traditional keyword-based systems, it offers higher accuracy and
contextual understanding. The system is scalable, adaptable to various legal use cases, and accessible to both
professionals and non-experts, significantly improving the speed, accuracy, and accessibility of legal research and
decision-making.
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