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Abstract: Underwater image quality is seriously degraded as a result of light scattering and absorption, which poses 

challenges of color distortion, reduced visibility, haze, and noise. Such visual degradation poses significant challenges to 

faithful object identification and hampers important applications such as marine exploration, underwater surveillance, 

and autonomous vehicle navigation. Traditional image-enhancement approaches are inefficient in restoring image 

fidelity. In order to tackle these problems, we introduce a sophisticated underwater image enhancement system that 

combines deep learning-based object detection with dedicated processing blocks for color correction, haze removal, and 

noise reduction. By using this combined approach, natural color tones are restored, scattering effects are minimized, and 

noise is reduced, hence improving visual quality and detection robustness. Our solution is aimed at facilitating real-time 

underwater operations like marine biodiversity analysis, autonomous navigation, and emergency response with enhanced 

accuracy and decision-making abilities. 
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I. INTRODUCTION 

 

Taking high-quality underwater images is critical for a number of applications such as marine science research, security 

missions, and navigation for autonomous underwater vehicles (AUVs). Underwater images, however, are degraded by 

physical effects such as scattering and absorption of light, creating visual defects such as color blindness, contrast 

reduction by haze, image noise, and loss of visibility. These issues occur due to the uneven absorption of various light 

wavelengths by water-blue and green dominance and due to scattering of light by suspended particles that degrades image 

sharpness. Furthermore, both environmental conditions as well as sensor noise add their own contributory noise that 

degrades the detection and analysis of underwater objects, which has a direct influence ecosystem monitoring and robotic 

navigation. 

 

Improving underwater imagery is thus critical to accurate monitoring, enhanced object detection, and effective analysis. 

High-clarity imagery allows more accurate tracking of oceanic habitats, detection of underwater infrastructure, and 

identification of threats or abnormalities. In AUV systems, clearer imagery facilitates more consistent navigation, 

mapping, and response to emergencies. While conventional enhancement methods such as histogram equalization and 

white balancing have been employed to enhance visual quality, they tend to have limitations like the need for manual 

configuration, low adaptability to dynamic underwater environments, and underperformance or introducing visual 

artifacts. They are also generally too resource-hungry for real-time applications. 

 

To overcome these problems, we propose an upgraded underwater image processing system by integrating deep learning-

driven object detection with focused image enhancement modules. The detection is performed by YOLO models for their 

real-time processing. Complementary modules are applied for color correction, haze removal, and filtering of noises. 

Color correction module restores natural color by redistributing white levels and eliminating unnatural color tones. The 

dehazing module reverses light scattering to enhance contrast, and the denoising module removes ambient and sensor 

noise. The proposed system, by combining these modules, enhances visual quality, increases recognition accuracy, and 

is appropriate for real-time underwater applications. 
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II. RELATED WORK 

 

A. Classical Image Processing Techniques 

Improving underwater images has long been of interest to researchers because of typical problems like fading colors, low 

contrast, and lost visibility. Conventional techniques have mostly focused on traditional image processing methods such 

as histogram equalization, contrast, and white balancing. Ancuti et al. [1], for example, proposed a fusion-based technique 

that improves visibility by blending differently processed copies of the same image. Another popular technique, Dark 

Channel Prior (DCP) by He et al. [2], approximates haze content to enhance clarity, even though its accuracy reduces in 

highly turbid water. Retinex algorithms [3] intend to balance illumination and restore realistic color perception but can 

create visual artifacts when parameter settings are incorrect. Whereas such methods can be used to improve underwater 

images to a limited degree, they tend to require fine adjustment by hand and may not always work well over a wide range 

of conditions. 

 

B. Deep Learning Methods for Enhancement 

Recent developments in deep learning have allowed data-driven approaches to underwater image improvement. For 

instance, Li et al. [4] presented WaterGAN that creates synthetic underwater images to train neural networks that can 

learn enhancement mappings. Islam et al. [5] proposed a convolutional neural network (CNN) that automotives enhanced 

underwater vision with color faithful recovery. U-Net structures [6], that have proved to be effective in restoration tasks 

in images, have also shown robust performance in removing noise and haze. The deep learning models usually need very 

large annotated datasets as well as very high computational resources, which renders them relatively impractical for real-

time deployment. 

 

C. Object Detection Algorithms in Submerged Environments 

Underwater object detection has some extra challenges with poor lighting and diminished contrast. Traditional methods 

such as SIFT and SURF [7], which rely on hand-extracted features, tend to not work under changing underwater 

conditions. However, contemporary deep learning algorithms like YOLO, Faster R-CNN, and SSD have proved more 

resilient in detecting submerged objects. For example, Chen et al. [8] discovered that Faster R-CNN is efficient to detect 

marine species with high precision. Although YOLO models [9] offer real-time detection, lower precision is possible 

when image quality is low. Zhang et al. [10] introduced a hybrid approach that pre-processes the image first and then 

employs object detection, leading to improved performance when operating in real-world underwater environments. 

 

Each of the current methods has strengths and weaknesses. Classical methods are typically effective but inflexible and 

must be manually calibrated. Deep learning approaches, though very accurate, are computer-consuming and dependent 

on large, annotated training data. In addition, most previous methods can only be applied to image improvement or object 

detection in isolation. This exposes a clear research gap — the lack of an integrated system that embeds improvement 

methods like dehazing, denoising, and color correction with real-time object detection. The solution being put forward 

serves to fill this gap, providing a complete system optimized for performance in real-world underwater settings. 

 

III. PROPOSED METHODOLOGY (PLANNED APPROACH) 

 

The intended underwater image enhancement system incorporates object detection and state-of-the-art image processing 

methods, such as color correction, dehazing, and denoising. This process guarantees high-quality underwater images, 

making it easier to recognize and analyze objects. The system includes a series of modules collaborating to restore 

degraded images and detect underwater objects in real-time. 

 

A. Object Detection Module 

Object detection is a very demanding task underwater, such as in poor visibility and distorted images. Therefore, a deep 

learning-based model like YOLO is used for such detection, which is also optimized for such high-speed inference 

processes though it is not such accurate as the Faster R-CNN for object detection application requiring object 

identification with high levels of detail. The detection models will be trained on annotated underwater datasets with 

marine animals, underwater structures, and artificial objects. For model robustness across varying water conditions, the 

training data will be enhanced with methods such as contrast adjustment and artificial noise injection. 

 

B. Color Correction Module 

Since underwater images are normally prone to unnatural color transformations due to selective absorption of light of 

different wavelengths, the images will require correction for colors. The color correction module restores the natural 

colors of an underwater scene by correcting the white balance of the image and reducing color biases. Its techniques, 

involving assumptions of a gray world or that most scenes share, will mitigate dominant blue and green color casts. 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.471Peer-reviewed & Refereed journalVol. 14, Issue 5, May 2025 

DOI:  10.17148/IJARCCE.2025.14575 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 543 

Further, deep learning models leveraging pairs of underwater versus reference images will also be used to enable more 

contextual, view-dependent color restoration, depending on depth and lighting conditions. 

 

C. Dehazing Module 

In underwater pictures, haze is caused by light scattering through particles in suspension in the water. The dehazing 

module uses both traditional and learning-based approaches to reduce this impact of haze formation. In this case, DCP, a 

technique estimating haze depth, retrieves a sharper version of images whereas a more sophisticated neural network 

model, such as Dehaze-Net and Water-Net, is considered for better contrast increment without visual artifact formation. 

These methods aim to make submerged objects more visible and well-defined. 

 

D. Denoising Module 

Underwater noise, stemming from environmental factors and sensor imperfections, can obscure image details. The 

denoising component applies filtering strategies such as Non-Local Means (NLM), Bilateral Filtering, and Wavelet 

Transform techniques to clean the image. In addition, more advanced models, such as DnCNN (Deep Denoising 

Convolutional Neural Network), will be applied for complex noise patterns alongside preserving the details of edges and 

texture information. The success rate of each technique will be analyzed through Peak Signal-to-Noise Ratio, PSNR, and 

Structural Similarity Index Measure, SSIM. 

 

E. System Framework 

The proposed system will be used as a series of interdependent modules which, working together, can progressively 

enhance and analyze underwater images (shown in Fig:1) : 

 

1.Image Acquisition: Underwater raw images or video frames are acquired with submersible cameras or drones. These 

images commonly have distortions including color imbalance, blur, and noise. 

2.Preprocessing: The input data are prepared for subsequent improvement. RGB images are converted to grayscale, and 

initial filtering is applied in order to minimize baseline noise. 

• Color Correction: Adjusts white balance and eliminates dominant colors to present more realistic underwater 

colors. 

• Dehazing: Implements DCP or neural networks to remove visual fog caused by light scattering. 

• Denoising: Uses conventional filters or deep models to remove sensor-based and environmental noise. 

3.Object Detection: In real-time recognition models like YOLO, the enhanced image is passed on to the detection 

module. Faster R-CNN could be used when high precision is at stake. These models recognize and mark marine living 

organisms, man-made items, and underwater structures based on a pre-trained dataset. 

4.Output Generation: The end outputs include rendering the labeled image with information associated with bounding 

boxes, object names, and confidence levels. The output is saved and can be used in any number of underwater applications 

such as scientific monitoring, security assessment, and navigation support. 

This pipeline-based architecture ensures each stage contributes to improved visual quality and analysis. The upcoming 

development phase will focus on implementing these modules and evaluating their effectiveness using real-world 

underwater datasets. 

 

 
 

Fig:1 Underwater Image Processing Sequence 
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IV. SYSTEM REQUIREMENTS 

 

A. HARDWARE REQUIREMENTS  

1. Processing Unit:  

a) High-performance CPU (Intel i7 or AMD Ryzen 7 and above) – For general computation and preprocessing tasks.  

b) GPU (NVIDIA GTX 1660 or higher / RTX series) – For accelerating deep learning tasks such as training and inference 

in object detection and denoising.  

2. Memory & Storage:  

a) RAM: Minimum 16 GB – For handling high-resolution image data and running machine learning models. 

b) Storage: SSD with at least 512 GB capacity – To store datasets, pre-trained models, and output results efficiently.  

3. Peripherals:  

a) Monitor with good color accuracy – For visual inspection of enhanced images.  

b) Internet Connectivity – Required for downloading libraries, pre-trained models, and updates.  

 

B. SOFTWARE REQUIREMENTS  

1. Programming Languages & IDEs:  

a) Python – Primary language for development, using libraries like OpenCV, TensorFlow, NumPy, and Keras.  

b) MATLAB – For prototyping image processing algorithms using its Image Processing and Deep Learning Toolboxes.  

c) Jupyter Notebook / Visual Studio Code – For coding, debugging, and documentation.  

2. Image Enhancement Modules:  

a) OpenCV – For preprocessing, white balance correction, filtering, and contrast enhancement.  

b) TensorFlow – Deep learning framework used in denoising, dehazing, and object detection. 

c) Adobe Photoshop / GIMP – Manual editing and visualization of color correction or dehazing. 

d) MATLAB Image Processing Toolbox – Offers ready-to-use functions for color enhancement, noise removal, and image 

restoration.  

e) DaVinci Resolve – Advanced editing tool for color grading underwater video streams.  

3. Object Detection Tools:  

a) YOLO (You Only Look Once) – A fast, real-time object detection algorithm ideal for underwater surveillance.  

b) LabelImg – For annotating training data in object detection tasks.  

c) TensorFlow Object Detection API – To train and deploy customized detection models using annotated underwater 

datasets.  

4. Specialized Modules:  

a) Dark Channel Prior (DCP) – Implemented in Python or MATLAB for haze removal from underwater images.  

b) Non-Local Means and Bilateral Filtering – For denoising applications using OpenCV or MATLAB.  

c) CUDA/cuDNN – NVIDIA acceleration libraries required to run deep learning models on GPU efficiently. 

 

V. CONCLUSION AND FUTURE SCOPE 

 

This paper presents comprehensive solutions for image enhancement and object detection underwater - color distortion, 

visibility obscured by hazy, and interference caused by noise. The proposed method incorporates deep learning-based 

object detection models into advanced image enhancement techniques to enhance the visual clarity and recognition 

performance of images acquired from submerged environments. There are also modules in color balancing, haze removal, 

and noise suppression that reconstruct image quality. The object detection models include YOLO and Faster R-CNN, 

which provide higher accuracy in the identification of marine organisms, submerged structures, and artificial artifacts. 

The modular structure of the system makes it scalable, enabling it to be used in a variety of applications such as 

underwater research, ecological monitoring, and autonomous marine navigation. 

 

As the system is currently in its design stage, the following activities are defined for future work: 

 

System Implementation: Designing and integrating all the separate modules into an integrated pipeline that provides 

end-to-end coordination among the enhancement and detection parts. 

Dataset Collection and Augmentation: Choosing suitable underwater datasets for training and validation and using data 

augmentation techniques to increase model resistance in various settings. 

Performance Evaluation: Developing and using metrics such as PSNR (Peak Signal-to-Noise Ratio), SSIM (Structural 

Similarity Index Measure), and mAP (Mean Average Precision) to quantify enhancement quality and detection accuracy. 

Real-Time Optimization: Investigating performance optimization techniques, including model pruning, quantization, 

and edge device deployment, to enable efficient execution in time-sensitive and resource-constrained environments. 
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Environmental Adaptability: Testing the system in diverse underwater environments with varying lighting, turbidity, 

and depth to provide persistent performance and adaptability in actual usage. 

 

By going in these directions, the suggested solution can develop into an effective and sturdy tool for underwater imaging 

problems, eventually leading to more efficient marine exploration and surveillance missions. 

 

ACKNOWLEDGEMENT 

 

We wish to extend our sincere appreciation to Prof. Namyapriya D for the invaluable and constructive input provided 

throughout the planning of this project. We are truly grateful for her generous dedication of time. Additionally, we'd like 

to express our thanks to the esteemed professors of KSIT for their unwavering support and encouragement. 

 

REFERENCES 

 

[1]. Ancuti, C.O., Ancuti, C., De Vleeschouwer, C., & Bekaert, P. (2012). "Enhancing underwater images and videos by 

fusion." IEEE CVPR. 

[2]. He, K., Sun, J., & Tang, X. (2011). "Single image haze removal using dark channel prior."IEEE TPAMI. 

[3]. Jobson, D.J., Rahman, Z., & Woodell, G.A. (1997). "Properties and performance of a center/surround retinex." IEEE 

Transactions on Image Processing. 

[4]. Li, C., Guo, C., Ren, W., Cong, R., Hou, J., Kwong, S., & Tao, D. (2018). "An underwater image enhancement 

benchmark dataset and beyond." IEEE TIP. 

[5]. Islam, M.J., Xia, Y., & Sattar, J. (2020). "Fast Underwater Image Enhancement for Improved Visual Perception." 

IEEE Robotics and Automation Letters. 

[6]. Wang, H., Wang, W., & Liang, J. (2019). "A Deep Learning-based Framework for Underwater Image Enhancement." 

IEEE OCEANS. 

[7]. Lowe, D.G. (2004). "Distinctive Image Features from Scale-Invariant Keypoints." International Journal of Computer 

Vision. 

[8]. Chen, X., Han, J., & Yang, M. (2021). "Deep Learning-Based Object Detection in Underwater Environments." IEEE 

Access 

[9]. Redmon, J., & Farhadi, A. (2018). "YOLOv3: An Incremental Improvement." arXiv preprint arXiv:1804.02767. 

[10]. Zhang, Y., Liu, X., & Wang, P. (2022). "A Hybrid Underwater Image Enhancement and Object Detection 

Approach." IEEE Transactions on Neural Networks and Learning Systems. 

[11]. T. K. Murugan, S. Sharma, A. Ganguly, A. Banerjee and K. Kejriwal, "An Enhanced Multi- Stage Approach for 

Dehazing Underwater Images," in IEEE Access, vol. 12, pp. 156803- 156822, 2024, doi: 

10.1109/ACCESS.2024.3486456. 

[12]. Saleem, S. Paheding, N. Rawashdeh, A. Awad and N. Kaur, "A Non-Reference Evaluation of Underwater Image 

Enhancement Methods Using a New Underwater Image Dataset," in IEEE Access, vol. 11, pp. 10412-10428, 2023, 

doi: 10.1109/ACCESS.2023.3240648. 

[13]. S. Jin, P. Qu, Y. Zheng, W. Zhao and W. Zhang, "Color Correction and Local Contrast Enhancement for 

Underwater Image Enhancement," in IEEE Access, vol. 10, pp. 119193- 119205, 2022, doi: 

10.1109/ACCESS.2022.3221407. 

[14]. Y. Wang, W. Song, G. Fortino, L. -Z. Qi, W. Zhang and A. Liotta, "An Experimental- Based Review of Image 

Enhancement and Image Restoration Methods for Underwater Imaging," in IEEE Access, vol. 7, pp. 140233-140251, 

2019, doi:10.1109/ACCESS.2019.29321 

 

https://ijarcce.com/
https://ijarcce.com/

