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Abstract: The "Cotton Leaf Disease Detection and Automated Spraying System" offers an intelligent, image-based 

solution for identifying plant diseases and performing precision pesticide spraying with minimal human intervention. By 

utilizing real-time image acquisition, a CNN-based classification model, and embedded actuation via Raspberry Pi, the 

system ensures reliable, automated treatment of diseased cotton plants. A Flask-based interface, along with onboard 

sensors, supports responsive decision-making, while the mobile platform enables deployment across diverse field 

environments. 
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I. INTRODUCTION 

 

The "Cotton Leaf Disease Detection and Automated Spraying System Using Image Processing and Machine Learning" 

project is designed to provide an efficient, real-time crop monitoring and treatment solution for cotton farmers, using 

embedded technology and artificial intelligence. In modern agriculture, especially in large-scale cotton farming, manual 

disease detection and pesticide application are time-consuming, labour-intensive, and often imprecise. This project 

addresses these challenges by integrating image-based disease recognition with automated pesticide spraying. 

 

The core objective is to develop a portable, low-cost system that uses a camera to capture images of cotton leaves and 

analyse them using a Convolutional Neural Network (CNN) deployed on a Raspberry Pi. Upon detecting signs of disease, 

the system automatically triggers a relay-driven pesticide pump, ensuring that only infected plants are treated. This not 

only conserves chemicals but also reduces the environmental impact of excessive pesticide use. 

 

To enhance usability, the system features a Flask-based web interface, enabling users to upload images, view 

classification results, and monitor system actions in real-time. The hardware is equipped with additional components 

such as an ultrasonic sensor for obstacle detection and a DHT11 sensor for environmental monitoring, further supporting 

autonomous field deployment. 

 

By combining machine learning with real-time embedded control and mobility, this project demonstrates a practical 

implementation of precision agriculture. The system is particularly beneficial for remote or under-resourced farming 

regions, offering farmers a reliable tool for disease management without requiring advanced technical expertise. With its 

smart detection, targeted treatment, and web-enabled interface, the system contributes to improved crop health, increased 

yield, and reduced human effort in plant disease management. 

 

1.1 MOTIVATION 

 

The motivation behind the "Cotton Leaf Disease Detection and Automated Spraying System Using Image 

Processing and Machine Learning" stems from the increasing need for intelligent, automated agricultural solutions 

that reduce human dependency and improve crop health monitoring. Traditional farming methods rely heavily on manual 

inspection of leaves to identify diseases, which is not only time-consuming but also prone to human error and 

inefficiency—especially in large-scale cotton farms. 
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In many rural or resource-limited farming environments, there is a lack of access to expert agronomists or timely 

intervention, often resulting in delayed treatment and significant crop loss. Moreover, excessive and indiscriminate use 

of pesticides has environmental and health consequences and leads to unnecessary cost burdens on farmers. An automated, 

targeted spraying system can greatly reduce chemical usage while ensuring diseased crops are treated promptly. 

 

The integration of machine learning with image processing enables accurate detection of diseases at an early stage, while 

embedded systems like Raspberry Pi provide a compact and cost-effective computing platform. By automating the 

disease detection and pesticide spraying process using real-time camera input and a trained CNN model, the system 

enhances productivity, supports sustainable farming practices, and minimizes human effort. 

 

This project is motivated by the broader vision of smart agriculture—leveraging low-cost technologies to empower 

farmers, improve yield, and promote precision in disease management. It addresses the urgent need for scalable, 

intelligent, and practical solutions in modern agricultural systems, particularly in regions where access to technology and 

agricultural support is limited. 

 

1.2 OBJECTIVES 

 

The main objectives of the "Cotton Leaf Disease Detection and Automated Spraying System Using Image 

Processing and Machine Learning" project are: 

 

1. Design and Development of a Disease Detection System 

To design and develop a vision-based system capable of capturing images of cotton leaves and detecting diseases using 

a trained machine learning model, without the need for manual diagnosis. 

2. Implementation of a Convolutional Neural Network (CNN) for Classification 

To develop and deploy a CNN model that accurately classifies leaf images into healthy or diseased categories based on 

visual symptoms. 

3. Integration with Embedded Hardware (Raspberry Pi) 

To integrate the trained model with an embedded computing platform (Raspberry Pi) for real-time image processing and 

decision-making in field conditions. 

4. Automated Pesticide Spraying Mechanism 

To implement a relay-controlled DC pump system that automatically sprays pesticide only on diseased plants, reducing 

excessive chemical use. 

5. Real-Time Monitoring and User Interface 

To provide a user-friendly web interface using Flask that allows farmers or operators to upload images, view prediction 

results, and monitor spraying activity remotely. 

6. Incorporation of Supportive Sensors 

To integrate environmental sensors like DHT11 for temperature and humidity monitoring, and ultrasonic sensors for 

obstacle detection and safe navigation. 

7. Field Deployable and Mobile System 

To assemble all components on a mobile chassis powered by batteries, enabling the system to be deployed across real 

farmland for autonomous operation. 

8. Promote Sustainable and Smart Farming Practices 

To reduce manual labour, increase detection accuracy, and enable precision agriculture by ensuring targeted pesticide 

application and real-time crop health analysis. 

These objectives aim to create an efficient, intelligent, and affordable agricultural solution that combines image-based 

disease detection with automated field-level response for better crop management. 

 

II.      METHODOLOGY 

 

The methodology for the "Cotton Leaf Disease Detection and Automated Spraying System Using Image Processing 

and Machine Learning" involves a sequence of well-defined phases, combining real-time image analysis with 

embedded hardware automation for precision agriculture. The system is designed to capture images, detect diseased 

leaves, and apply pesticides only, when necessary, thereby reducing manual labour and chemical usage. The hardware 

and software modules are tightly integrated and tested for reliability in semi-field conditions. 

The project begins with the training of a Convolutional Neural Network (CNN) model using a labelled dataset of cotton 

leaf images. Once the model achieves the desired accuracy, it is deployed on a Raspberry Pi, which also interfaces with 

other components such as the camera, sensors, and relay system. The system operates in real-time and is powered by a 

12V battery and power bank for field mobility. 
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Figure 1: Block Diagram Cotton Leaf Disease Detection Using Raspberry Pi with Machine Learning and Image 

Processing 

 

• Camera Unit (Image Capture): 

A USB webcam captures live images of cotton leaves as the system moves through the crop rows. These images are 

forwarded for immediate analysis. 

• Image Processing & Preprocessing Module (OpenCV): 

The captured image is resized, normalized, and converted into an array format using OpenCV. This ensures the image 

is suitable for machine learning inference. 

• CNN Model (Disease Classification): 

The preprocessed image is input to a CNN model deployed on the Raspberry Pi. The model predicts whether the leaf is 

healthy or diseased. If diseased, it flags the signal for actuation. 

• Raspberry Pi (Central Controller): 

Acts as the core processor. It handles the camera input, runs the prediction model, controls GPIO pins, and hosts the 

Flask web application. 

• Relay Module (Switching Logic): 

If the model predicts disease, the Raspberry Pi sends a signal to the relay, which acts as an electronic switch to activate 

the pesticide spraying mechanism. 

• Spray Mechanism (DC Pump): 

Once triggered by the relay, a 12V DC pump draws pesticide from a tank and sprays it via a nozzle onto the infected 

plant. 

• Ultrasonic Sensor (Obstacle Detection): 

Detects obstacles in front of the moving unit. If any are detected within a safe distance threshold (e.g., 15 cm), the 

system halts to prevent collision. 

• DHT11 Sensor (Environmental Monitoring): 

Records real-time temperature and humidity values, which can be logged or displayed via the user interface. 

• Flask Web Interface (User Control Panel): 

A local web server hosted on the Raspberry Pi lets users upload images, view predictions, monitor environmental data, 

and confirm spray actions through a browser-based GUI. 
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This block-based methodology ensures a real-time, responsive, and energy-efficient solution for field-level disease 

detection and treatment in cotton crops, bringing machine learning to life in practical agricultural settings. 

 

III. IMPLEMENTATION 

 

Figure 2: Implementation steps of Cotton Leaf Disease Detection Using Raspberry Pi with Machine Learning and 

Image Processing 

 

These are the core physical elements used to build the smart agricultural system. They include image acquisition units, 

processing controllers, sensors, actuators, and power systems. Each component plays a specific role in automating 

disease detection and targeted spraying. 

 
1) a. Camera Unit 

• Type: USB webcam or Pi Camera used for capturing real-time images of cotton leaves. 

• Resolution: Minimum 720p; sufficient for image processing and feature extraction by the machine learning 

model. 

• Mounting: Positioned at a fixed angle on the robotic frame to maintain a consistent view of the leaf surface. 

• Connectivity: Connected via USB directly to the Raspberry Pi for real-time data acquisition. 

 
2) b. Embedded Controller – Raspberry Pi 3/4 

The Raspberry Pi acts as the main processing unit for the entire system. 

• Function: Hosts the CNN model, processes input from the camera, and controls output actions. 

• Operating System: Raspbian OS. 

• Ports: GPIO for relay and sensor control, USB for camera, and Wi-Fi for interface access. 

• Software: Python-based scripts for real-time prediction, GPIO control, and Flask server. 

 
3) c. Relay Module 

• Purpose: Acts as a switching mechanism to turn the DC pump ON/OFF based on the model's prediction. 

• Type: 1-channel relay module connected to a Raspberry Pi GPIO pin. 

• Voltage Rating: 5V signal for control, supports 12V DC pump. 

 
4) d. DC Pump and Spraying Nozzle 

• Function: Sprays pesticide when a diseased leaf is detected. 
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• Type: 12V DC water pump. 

• Trigger: Activated through the relay module for a fixed time duration. 

• Spray Mechanism: Mounted near the base of the camera to align with detected leaves. 

 
5) e. Environmental and Obstacle Sensors 

• Ultrasonic Sensor: Used to detect obstacles in the robot’s path. 

o Function: Sends stop signal if an object is within 10–15 cm to prevent collision. 

• DHT11 Sensor: Monitors temperature and humidity in real-time. 

o Purpose: Helps analyze environmental conditions influencing plant diseases. 

 
6) f. Chassis and Mobility System 

• Base Platform: 4-wheel robotic chassis. 

• Motors: Four DC gear motors with motor driver (L298N) for directional control. 

• Purpose: Allows the system to autonomously move through crop rows. 

• (Optional based on project version; can be omitted in a fixed-platform variant.) 

 
7) g. Power Supply 

• For Raspberry Pi: 5V power bank (10,000mAh or higher). 

• For Pump and Motors: 12V rechargeable battery. 

• Voltage Management: Proper wiring and isolation between high and low voltage circuits ensure safe 

operation. 

 
8) h. User Interface and Communication 

• Flask Web Interface: 

o Hosted locally on Raspberry Pi. 

o Accessible via mobile/laptop over local Wi-Fi network. 

o Allows image upload, viewing prediction results, and monitoring system activity. 

• Storage: Classification results are logged into an SQLite database stored locally. 

 

2. Software Components 

 

The software system is responsible for managing data flow between the hardware modules, performing image 

classification using machine learning, controlling hardware actions like spraying, and offering a user-friendly interface 

for interaction. The software stack includes image acquisition, CNN model inference, real-time sensor monitoring, local 

storage, and network communication. 

 
• a. Image Capture and Preprocessing 

• Camera Control Scripts: 

Python scripts using OpenCV are used to capture images from the USB webcam connected to the Raspberry Pi. 

• Image Preprocessing: 

Includes resizing, normalization, and array conversion to prepare the image for the CNN model. Ensures consistency and 

accuracy in classification. 

 
• b. Machine Learning and Classification 

• Model Training: 

A Convolutional Neural Network (CNN) is trained using TensorFlow/Keras on a labeled dataset of cotton leaf images. 

• Model Deployment: 

The trained model (.h5 format) is loaded on the Raspberry Pi. It runs locally to classify incoming images in real-time into 

healthy or diseased categories. 

• Inference Logic: 

If the prediction indicates a diseased leaf, a signal is sent to activate the relay and trigger spraying. 

 
• c. Sensor Monitoring and GPIO Control 

• GPIO Integration (RPi.GPIO Library): 

Used to interface and control hardware components like the relay, ultrasonic sensor, and DHT11. 
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• Sensor Data Logging: 

Environmental data (temperature, humidity, distance to obstacles) is collected and optionally logged for reference or 

expansion. 

 
• d. Web-Based User Interface 

• Flask Web Server: 

A lightweight Python web framework hosted on the Raspberry Pi. 

• Features: 

o Upload images for classification. 

o View prediction results and system logs. 

o Display sensor data in real time. 

• Access: 

Interface is accessible over a local Wi-Fi network through any mobile or laptop browser. 

 
• e. Local Data Management 

• SQLite Database: 

Lightweight local database to store: 

o Prediction results 

o Timestamps 

o System logs (e.g., whether spray was activated) 

• Logging System: 

Useful for historical reference and future analysis or improvement. 

 
• f. System Integration and Deployment 

• Python 3.x: 

Primary programming language used for all modules including model inference, GPIO control, and backend logic. 

• Libraries Used: 

o OpenCV for image processing 

o TensorFlow/Keras for CNN model 

o Flask for web server 

o RPi.GPIO for hardware control 

o SQLite3 for lightweight data storage 

 

IV. RESULT 

 

The Cotton Leaf Disease Detection and Automated Spraying System was developed and tested successfully under 

semi-controlled conditions to evaluate the effectiveness of image-based disease detection and the accuracy of the 

automated spraying response. The following results were observed during implementation and testing: 

 
 

• A. CNN Model Performance 

• The Convolutional Neural Network (CNN) model was trained using a dataset of cotton leaf images, classified 

into Healthy and Diseased categories. 

• The model achieved the following metrics: 

o Training Accuracy: 98.3% 

o Validation Accuracy: 94.6% 

o Test Accuracy: 91.8% 

• Confusion matrix analysis showed that false positives and false negatives were minimal, indicating reliable real-

time classification capability. 

 
 

• B. Real-Time Detection and Response 

• The Raspberry Pi successfully processed input images captured from the USB camera in real-time. 

• Image classification and relay control were completed within 1–2 seconds, ensuring timely pesticide spraying. 

• Healthy leaves triggered no action, while diseased leaves activated the DC pump accurately, applying pesticide 

only when required. 

 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.471Peer-reviewed & Refereed journalVol. 14, Issue 5, May 2025 

DOI:  10.17148/IJARCCE.2025.14586 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 623 

• C. Sensor Feedback and Control 

• The ultrasonic sensor accurately detected obstacles within a 10–15 cm range, effectively halting system 

movement to avoid collisions. 

• The DHT11 sensor recorded ambient temperature and humidity, and these values were displayed on the Flask 

interface during testing. 

 
 

• D. Web Interface Functionality 

• The Flask-based GUI allowed real-time image upload, prediction result display, and system monitoring via any 

browser on the same Wi-Fi network. 

• Users could view system status, spraying activity, and historical results stored in the SQLite database. 

 
 

• E. Field Readiness and Mobility 

• The entire system was powered using a 5V power bank (Raspberry Pi) and a 12V battery (DC pump). 

• All components were securely mounted on a mobile chassis, validating the system’s portability and field 

deployment potential. 

 

 
Figure 3: Prototype of model 

Figure 4: Top view of the model 

 

V. CONCLUSION 

 

In conclusion, the Cotton Leaf Disease Detection and Automated Spraying System Using Image Processing and 

Machine Learning represents a practical and innovative solution for addressing plant health management challenges in 

agriculture. By integrating real-time image acquisition with a Convolutional Neural Network (CNN) and embedded 

control through a Raspberry Pi, the system enables precise detection of cotton leaf diseases and targeted pesticide 

application, significantly reducing manual intervention and chemical overuse. 
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The integration of sensors such as ultrasonic for obstacle detection and DHT11 for environmental monitoring further 

enhances system autonomy and field usability. A web-based Flask interface provides user access and monitoring 

capability, making the system both intelligent and user-friendly. The entire setup operates on a mobile, battery-powered 

platform, enabling deployment in open agricultural fields without dependence on wired infrastructure. 
 

Overall, the project demonstrates how machine learning, computer vision, and embedded systems can work together to 

support precision agriculture, increase crop health, and optimize resource use. It sets a foundation for scalable and cost-

effective agricultural automation systems tailored to rural and resource-constrained environments. 

 

FUTURE SCOPE 

 

The future scope of the Cotton Leaf Disease Detection and Automated Spraying System is expansive, with numerous 

possibilities for improvement and wider applicability. Advancements in deep learning can allow for multi-class 

classification, enabling the identification of specific disease types and severity levels. Integration with GPS modules 

could allow disease mapping and geo-tagging of infected areas for better farm planning and analytics. 
 

Incorporating autonomous navigation using computer vision or AI-based path planning can make the system fully self-

operating across large fields. The use of solar panels can improve power efficiency, enabling continuous operation in 

remote areas. Additionally, real-time data synchronization with cloud platforms will allow for long-term analysis and 

mobile access across multiple farm sites. 
 

The inclusion of voice assistance, mobile app support, and multi-language interfaces can enhance accessibility for farmers 

across regions. As technologies like IoT, 5G, and edge computing evolve, this system can scale into a complete smart 

farming platform capable of not just disease detection, but also crop health forecasting, automated irrigation, and yield 

prediction. 
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