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Abstract: Recent analysis have identified a significant rise in transactional fraud, where bad actors seek to deceive 

individuals or firms into unauthorized financial actions. Traditional fraud detection systems frequently struggle to 

effectively identify such activities, leading to financial damages and security breaches. Addressing this problem requires 

employing sophisticated machine learning techniques specially designed to detect transactional fraud. This study presents 

a novel fraud detection method called “filter”, aimed at uncovering misleading transactional behaviours. By employing 

tailored features to reveal fraudulent patterns and activities, our filter achieves a remarkable accuracy of over 99.01% in 

distinguishing fraudulent transactions from legitimate ones, while maintaining a low false positive rate. Our approach 

was evaluated with a dataset comprising 746 instances of fraudulent transactions and 4822 instances of legitimate 

transactions. The results underscore the superior performance of our filter compared to existing methods, particularly in 

accurately detecting fraudulent transactions. Moreover, our hybrid NB-ANN model achieves the highest accuracy of 

99.01%, outperforming both Naïve Bayes (98.57%) and Artificial Neural Network (98.12%) techniques. This highlights 

the effectiveness of the hybrid method in boosting detection accuracy for transactional fraud. Implementing our filter and 

leveraging the hybrid NB-ANN model, organizations can greatly improve their ability to detect and prevent fraudulent 

activities thereby protecting their financial assets and maintaining customer trust. 
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I. INTRODUCTION 

 

Traditionally, banks offered solely in-person services until 1996, when Citibank and Wells Fargo Bank introduced the first 

Internet banking application in the United States [1]. This innovation led to a surge in online credit card usage, marking 

the beginning of a decade of rapid digital transformation. E-commerce, online payment systems, remote work, online 

banking, and social networking became commonplace [2]. Consequently, cybercriminals intensified their efforts to exploit 

online transactions, leading to increased instances of fraud [3]. 

 

Recent advancements in digital technology, particularly in cashless transactions, have revolutionized daily financial 

management. Many payment systems have shifted from physical to digital platforms, enhancing productivity and 

competitiveness [4][5]. Internet banking and online transactions have provided customers with convenient avenues to 

conduct financial activities remotely, predominantly through credit cards. 

 

A credit card, as defined by [6], contains personal information and is issued by financial institutions to facilitate global 

purchases. Credit card fraud, the unauthorized use of another person's card for financial gain, poses significant financial 

risks [7][8]. The shift to online transactions has simplified fraudulent activities, as transactions can be completed without 

the physical presence of the card [9]. Furthermore, credit card introductions have influenced monetary policies and business 

strategies [10]. 

 

The Bank of Ghana reported a staggering increase in credit card fraud losses from GH¢ 1.26 million ($250,000) in 2019 

to GH¢ 8.20 million ($1.46 million) in 2020 [11]. Digital transactions have witnessed the highest surge in fraud cases [11]. 

Perpetrators employ various tactics, including VPN connections and physical theft, making apprehension challenging [13]. 

Consequently, compliance and risk management services have turned to AI and machine learning for fraud detection [12]. 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.471Peer-reviewed & Refereed journalVol. 14, Issue 6, June 2025 

DOI:  10.17148/IJARCCE.2025.14601 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 2 

Various machine learning models, including Decision Trees, Logistic Regression, and Random Forest, have been 

employed for fraud detection due to the classification and prediction nature of the problem [14]. 

 

In Nigeria, a similar trend is observed, with the rapid adoption of digital banking services and the consequent increase in 

cybercrime threats [15]. Nigerian banks are facing challenges in combating fraud, particularly in online transactions, 

necessitating the adoption of advanced technological solutions. Therefore, the hybridization of fraud detection techniques 

through machine learning models, as presented in this study, holds relevance for Nigerian financial institutions as they 

strive to enhance security measures and protect their customers' assets.  

 

II. RELATED WORKS 

 

This section reviews the concept of relevant work on transaction fraud dataset prediction using a machine learning model. 

Logistic regression is a technique used to predict a binary outcome variable. Unlike some other methods, it doesn't assume 

that explanatory variables follow a normal distribution or are correlated [16]. This model is particularly useful when the 

outcome variable is qualitative and the explanatory variables can be numerical or categorical. Logistic regression has been 

widely employed in detecting financial bankruptcies, among other applications. 

 

Decision trees, on the other hand, are non-linear classification techniques that recursively divide a sample into smaller 

subgroups based on explanatory variables [17]. At each node of the tree, the algorithm selects the variable that, according 

to a predetermined criterion, is most strongly correlated with the outcome variable. While decision trees are versatile and 

can handle both quantitative and qualitative data, they are prone to overfitting, especially when applied to the entire dataset. 

However, they find applications in various fields, such as filtering transaction fraud and predicting susceptibility to viruses 

in medicine. 

 

Random forests, proposed by [18], introduce an additional level of randomness to bagging, a method for improving model 

accuracy. They employ various bootstrap samples of the data for each tree's construction and randomly select subsets of 

explanatory variables at each node for splitting [18]. While random forests can provide robust predictions and measure 

feature importance, they may exhibit bias towards attributes with numerous levels. They find applications in diverse areas 

such as bioinformatics, video segmentation, and image classification. 

 

Credit card fraud encompasses various categories, including bankruptcy fraud, counterfeit fraud, application fraud, and 

behavioral fraud [20]. Different machine learning methods, including Logistic Regression, Naive Bayes, Random Forest, 

and others, have been utilized for fraud detection in various jurisdictions [21]. These methods often rely on feature 

importance techniques to select the most relevant features for the model. Hybrid models, such as those combining Ada 

Boost and majority voting strategies, have also been proposed for fraud detection [22]. Additionally, random forest models 

have been developed to identify behavioral characteristics of fraudulent transactions, but facing challenges such as 

imbalanced data [23]. 

 

In practical applications, machine learning algorithms like Random Forest, XGBoost, and Decision Tree have shown 

promising results in predicting credit card fraud, with high AUC values [24]. These algorithms enable financial institutions 

to model past transactions to identify fraudulent patterns and classify new transactions as genuine or fraudulent 

[25][26][27]. By leveraging these algorithms, financial institutions can detect fraudulent transactions efficiently and 

potentially prevent financial losses. 

 

III. MATERIALS AND METHODS 

 

 The approaches were based on the sample of the dataset collected from two data sources that were used in this research, 

utilizing the Fraud Transactions Dataset available on Kaggle. This dataset contains an extensive collection of transactions, 

each identified by a unique Transaction ID.  It also includes information such as transaction amount, location, and customer 

ID. Additionally, the dataset includes a column labeled "Is Fraud?" which indicates whether a transaction is classified as 

fraudulent or not. By leveraging machine learning algorithms on this transaction data, we developed a fraud detection 

model capable of learning from historical patterns and predicting the likelihood of fraud in new transactions. The model 

considers various features, including transaction amount, location, and customer ID, to make accurate predictions. With a 

well-trained model, financial institutions can automate the detection of fraudulent transactions, enhancing their ability to 

identify and prevent fraudulent activities in real time. By analyzing patterns and anomalies present in the data, machine 

learning-based fraud detection systems significantly improve the security and trustworthiness of financial transactions. 
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It is important to note that the effectiveness of the model relies on the quality and quantity of the training data, as well as 

the selection of the appropriate machine learning algorithm and its parameters.  

Continuously refining the model and keeping it updated with new data allows businesses to stay ahead of fraudsters and 

safeguard themselves and their customers from financial losses. Based on this fact, the system was built with the available 

data set collected with other related literature reviews such as journals or articles.   

 

Machine Learning Approach: Firstly, the sample datasets for transaction fraud detection were obtained. Before analysis, 

data pre-processing were performed, acknowledging that the dataset is annotated with binary labels (0 or 1), reflecting a 

supervised learning and binary classification framework.  Python libraries were used for feature extraction to prepare the 

dataset for binary classification analysis. During the system development phase, the dataset were resampled, and divided 

into training and testing sets, utilizing scikit-learn and TensorFlow for analysis. 

 

The model was developed using the Python programming language in conjunction with the Flash web framework to fulfill 

all outlined requirements. The proposed algorithm was employed for the classification model and the analysis of structured 

data. 

 

1) Multinomial Text Representation 

i) Tokenization 

i) Convert text documents into tokens (words or n-grams). 

ii) Feature Extraction 

i) Represent each document as a bag-of-words or bag-of-n-grams. 

ii) Calculate the frequency of each term in the document. 

iii) Naive Bayes Classification 

(i) Class Prior Probability (P(C)) 

a) Calculate the probability of each class based on training data. 

(ii) Likelihood (P(Term|C)) 

a) Estimate the probability of each term given the class. 

(iii) Posterior Probability 

a) Use Bayes' theorem to calculate the probability of each class given the document. 

 

2) The following equation shows how the multinomial Naive Bayes model calculates the probability of a text document 

D belonging to class C: 

 

3) P(C | D) = \frac{P(D | C) P(C)}{P(D)}  

 

4) where: 

i) P(C∣D) is the probability of class C given document D 

ii) P(D∣C) is the probability of document D given class C 

iii) P(C) is the probability of class C 

iv) P(D) is the probability of document D 

 

5) The multinomial Naive Bayes model assumes that the features are independent, given the class. This means that the 

probability of a word appearing in a document is independent of the probability of any other word appearing in the 

document, given the class. 
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IV. SYSTEM DESIGN 

 

A hybrid supervised learning model was used for training the algorithm with labels as to which class it belongs. Using the 

labeled data, the algorithm learns the relationship between the feature sets and the output, and hence it then classifies the 

unlabeled data from the learned relationship. Figure 1.0 shows the steps for fraud prediction and prevention.  

1. Feedforward Neural Network: 

1) Input Layer 

a) X is the input data. 

2) Hidden Layers 

b)  

 

3) Output Layer 

c)  

 

4) Loss Function (L) 

d) Define a suitable loss function, such as cross-entropy for classification tasks. 

5) Forward Pass 

e) Calculate predictions and intermediate values using the feedforward process. 

6) Backward Pass 

f) Calculate gradients using backpropagation. 

7) Parameter Update 

g)  

1. Feature Stacking 

1) Combine Predictions 

1) Concatenate or stack the predictions from the Naive Bayes and ANN models. 

2) Create a new feature matrix. 

2. Meta-Model  

1) Input to Meta-Model 

1) The stacked features from the previous step. 

2) Training 

1) Train a logistic regression model or another suitable meta-model. 

2) Optimize the weights (wi). 

 

1) Combine Predictions 

1) Use the trained meta-model to combine predictions from Naive Bayes and 

ANN. 

 

2) Define an overall objective function for the entire stack method. 

3) It may involve the combination of the Naive Bayes likelihood, ANN loss, and meta-

model loss. 
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Figure 1.0: Steps for fraud prediction and prevention 

 

Pre-Processing 

In this step, complete geometric correction and filtering is done. The preprocessing uses the output of the classifier to take 

the required action to improve the performance. 

 

Dataset Description 

The dataset provides a wealth of features crucial for analyzing and detecting fraudulent activities. These features offer 

valuable insights for machine learning algorithms to discern patterns indicative of fraudulent behavior, effectively 

distinguishing them from genuine transactions. 

 

It's worth highlighting that the selection of features for fraud detection may differ based on the dataset characteristics and 

organizational needs. Moreover, employing feature engineering techniques can enhance the model's accuracy by extracting 

pertinent information or crafting new features from existing ones. 

 

Through the strategic utilization of these features and the deployment of sophisticated machine learning algorithms, 

organizations can construct resilient fraud detection systems. These systems not only accurately identify fraudulent 

transactions but also proactively prevent them, ensuring robust security measures against financial malfeasance. 

 

Experimental Set-Up 

The application was implemented using the open-source machine learning tool Jupyter Notebook, the Python Flask 

framework, and the Python programming language, supported by a Python IDE and a machine learning classification 

model. The subsequent subsection focuses deeper into the dataset's content, the preprocessing steps applied to the dataset, 

and the execution of binary class classification. The classification tasks were performed using Naïve Bayes (NB), Artificial 

Neural Network (ANN), and a hybrid of NB-ANN for an integrated transaction fraud prediction and prevention system. 

Additionally, the program's development extended to web development tools, incorporating Object-Oriented Analysis 

Design and Modeling (OOAD) principles. 

 

Classification of Outputs 

The output of the expected result is classified into different categories accordingly namely No Fraud or is Fraud. 

 

V.   SYSTEM IMPLEMENTATION AND RESULTS  

 

The main objectives of the system design are: 

i) To use an unstructured dataset collected via online resources and clean it up for developing a hybrid Machine Learning 

Algorithm for detecting the two target values (isFraud or no-fraud). 

ii)  To label the dataset collected and categorize them into isFraud or No-Fraud using a feature set from the preprocessing 

Python library to avoid errors during the model training 

iii) To Train the model for binary classification. 

iv) To use hybrid-ML to evaluate the results in (iii) above. 
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A) Model Evaluation  

The experiment of the classification model was done in two folds, which are the sample of the dataset collected from which 

was used to perform prediction. The training set was used to build the model and then the test set for predicting the result 

with the unknown class label as well as to predict a new class label with their respective class. Below is a model evaluation 

of Naïve Bayes. Figure 2.0 shows the confusion matrix vs ROC curve for Naïve Bayes 

 

 
 

Figure 2:0 Confusion Matix for Naïve  Bayse  Vs ROC Cove For Naïve Bayse 

 

Confusion Matrix for Naïve Bayes 

1) The confusion matrix is created using the confusion_matrix function from scikit-learn. 

2. The matrix is displayed as a heatmap using Seaborn and matplotlib. pyplot. 

3. It provides insights into the classifier's performance by showing the counts of true positive, true negative, false positive, 

and false negative predictions. 

 

ROC Curve for Naïve Bayes 

1)The Receiver Operating Characteristic (ROC) curve is constructed to assess the classifier's performance across various 

threshold levels. 

2. The ROC curve is plotted using the roc_curve and auc functions from scikit-learn. 

3. The area under the ROC curve (AUC) is calculated, providing a single metric to evaluate the classifier's overall 

performance. 

4. The plot visually represents the trade-off between the true positive rate and the false positive rate. 

Both evaluations, the Confusion Matrix and the ROC Curve are essential tools for understanding the performance of a 

classifier. The Confusion Matrix offers a detailed breakdown of predictions, while the ROC Curve provides a graphical 

representation of the classifier's ability to discriminate between classes at different threshold levels. Together, they 

provide a comprehensive assessment of the Naïve Bayes classifier's accuracy performance. 

 

Table 1.0:  Details by  categories of a classification model 

 

Class precision recall f1-score support 

NoFraud  0 0.99 0.99 0.99 955 

isFraud 1 0.94 0.93 0.93 160 

 

Table 1.0 provides a summary of the classification model and demonstrates excellent precision, recall, and F1-score for 

the NoFraud class, with a precision of 0 and a recall of 0.99, indicating accurate predictions. In contrast, for the isFraud 

class, the model shows slightly lower performance but still achieves a reasonable balance between precision (1) and recall 

(0.94). The F1 score for isFrud is 0.93. The support values of  955 for NoFraud and 160 for isFraud provide insight into 

the distribution of instances in each class. Based on this concept, the model performs well in distinguishing between the 

NoFraud and isFraud classes, particularly excelling in accurately predicting instances of the NoFraud class. 

Figure 2.1 shows the confusion matrix vs the ROC of the ANN. 

 

Confusion Matix for Naïve  Bayse ROC Cove For Naïve Bayse 
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Figure 2:1 Artificial Neural Network (ANN) using both the Confusion Matrix and the ROC Curve 

 

Confusion Matrix for ANN 

a). The Confusion Matrix provides an overview of the model's classification performance. 

b). The matrix indicates the counts of true positive, true negative, false positive, and false negative predictions. 

c) . High counts in the diagonal elements (true positives and true negatives) suggest accurate predictions. 

 

ROC Curve for ANN 

a). The ROC Curve evaluates the ANN's ability to discriminate between classes across various threshold levels. 

b). The curve illustrates the trade-off between the true positive rate and the false positive rate. 

b). The Area Under the Curve (AUC) summarizes the overall performance, with higher AUC values indicating better 

discrimination. 

A high true positive rate and true negative rate, as depicted in the Confusion Matrix, suggest that the ANN is making 

accurate predictions for both positive and negative instances. The ROC Curve provides additional insights into the 

model's discriminatory power, with a higher AUC indicating superior performance in distinguishing between classes. 

The model was analyzed on both the Confusion Matrix and ROC Curve, one can gain a comprehensive understanding of 

the ANN's classification performance, balancing accuracy, and discriminatory capability. 

 

Table 2.0:  Details by  categories of a classification model 

Class precision recall f1-score support 

NoFraud  0 0.99 0.99 0.99 955 

isFraud 1 0.96 0.95 0.95 160 

 

Table 2.0 provides the classification report for the ANN model indicating exceptional performance, particularly for the 

NoFraud class, with precision, recall, and f1-score all at 0.99. The isFraud class exhibits slightly lower but still impressive 

metrics, including precision (1), recall (0.96), and f1-score (0.95). The support values of 955 for NoFraud  

and 160 for isFraud provide insights into the distribution of instances in each class. Therefore, the ANN model 

demonstrates robust classification capabilities, especially in accurately predicting instances of the NoFraud class 

 

Hybrid Algorithm: 

Figure 2.2 shows the confusion matrix vs the ROC curve of the NB-ANN 

 

 
Figure 2.2 Hybrid   NB-ANN 

 

Confusion Matix for ANN ROC Cove For ANN 

 

 

Confusion Matix for NB-ANN ROC Cove For NB-ANN 
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The hybrid NB-ANN model demonstrates robust performance, as indicated by a high accuracy and a low loss. The 

Confusion Matrix illustrates accurate classification across NoFraud and isFraud categories. The ROC Curve further affirms 

the model's effectiveness, showcasing a strong area under the curve (AUC) and successful discrimination between true 

positive and false positive rates. Based on this concept, the hybrid NB-ANN model excels in isFraud detection and malware 

filtering. 

 

Table 3.0: Details by categories of a classification model 

Class precision recall f1-score support 

NoFraud  0 0.99 1.00 0.99 955 

isFraud 1 0.96 0.94 0.96 160 

 

Table 3.0 provides the Hybrid NB-ANN model achieves exceptional performance, with precision, recall, and F1-score 

metrics indicating highly accurate classification for both NoFraud and isFraud categories. The model exhibits a precision 

of 0.99 for NoFraud and 0.96 for isFraud, a recall of 1.00 for NoFraud and 0.94 for isFraud, and an overall F1-score of 

0.99 for isFraud and 0.96 for isFraud. These metrics, combined with strong support values, highlight the model's 

effectiveness in transaction fraud detection and prevention. Hence figure 2.3 is a comparison graph of the models 

 

 
 

The comparison graph Figure 2.5 reveals the accuracy performance of three models: Naïve Bayes (NB), Artificial Neural 

Network (ANN), and the Hybrid NB-ANN. The Hybrid NB-ANN model achieves the highest accuracy at 99.01%, 

outperforming both Naïve Bayes (98.57%) and Artificial Neural Network (98.12%). This underscores the effectiveness of 

the hybrid approach in achieving superior accuracy for transaction dataset detection and prevention 

 

The Hybrid NB-ANN model achieved the highest accuracy at 99.01%, outperforming both Naïve Bayes (98.57%) and 

Artificial Neural Network (98.12%). This highlights the effectiveness of the hybrid approach in achieving superior 

accuracy for transaction fraud detection and prevention as shown in Table 3.0 

 

VI.  CONCLUSION AND FUTURE WORK 

 

The outcome of the study was derived from evaluating a transaction fraud dataset using models constructed from the 

training dataset, as demonstrated above which relies on a hybrid model. The research began by offering an overview of 

the Nofraud and Isfraud predictions. This model accurately classified a total of 5525 instances from the training set and 

achieved an accuracy rate of 99%. Consequently, the system demonstrated an effective learning process, successfully 

capturing all necessary sample data discussed in the research. Based on these findings, it is advised to employ the hybrid 

NB-ANN model for transactional fraud detection and classification. This approach helps protect users from being tricked 

into disclosing their personal credentials. 

 

Researchers aiming to delve into fraud detection and classification or related fields should be encouraged to employ a 

variety of methods beyond just Naïve Bayes and ANN for optimal outcomes. Our key contribution involved introducing 

a correlation-based feature, customizing the system beyond merely implementing the two algorithm sets by default.  

 

https://ijarcce.com/
https://ijarcce.com/


ISSN (O) 2278-1021, ISSN (P) 2319-5940  IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.471Peer-reviewed & Refereed journalVol. 14, Issue 6, June 2025 

DOI:  10.17148/IJARCCE.2025.14601 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 9 

This customization involved parameter updates using the Python programming language and libraries, where the 

algorithms underwent fine-tuning. This process demonstrated that the results achieved using the modified features 

surpassed those of the default algorithms, thus aiding in predicting and classifying unknown fraud cases through machine 

learning models. 
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