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Abstract: Prion diseases are rare but invariably fatal disorders affecting the nervous system [8]. Identifying them at an 

early stage is complicated when working with large-scale omics data, as the datasets often contain few patient samples 

and many irrelevant or overlapping features [9]. In this work, we employ a genetic algorithm (GA) to perform feature 

selection, integrated with a Random Forest (RF) classifier for prediction [10]. Experiments on synthetic biomarker 

datasets, followed by external testing, showed that the GA could isolate concise feature sets that enhanced model 

generalization [11]. The final configuration reached a hold-out accuracy of at least 0.97 and achieved 0.94 accuracy on 

an unseen test set [12]. We detail the methodology, performance trends, selected features, and the potential impact on 

biomarker identification and early clinical diagnostics.[13] 

 

Keywords: Prion Disease; Transmissible Spongiform Encephalopathy; Genetic Algorithm; Feature Selection; Random 

Forest; Biomarkers [14]. 

 

I.INTRODUCTION 

 

Transmissible spongiform encephalopathies (TSEs) arise from the misfolding of prion protein into pathogenic 

conformers, leading to rapidly progressive dementia and death [17]. Early detection is pivotal for infection control and 

family counseling, yet clinical and neuroimaging signals are often nonspecific in prodromal stages [18]. Data‑driven 

approaches can assist by identifying minimal biomarker panels with high predictive utility [19]. Genetic algorithms (GAs) 

are well‑suited to this task, exploring combinatorially large feature spaces while resisting local optima through selection, 

crossover, and mutation [1], [2]. We evaluate a GA‑based feature selector paired with a Random Forest (RF) classifier 

for prion‑related biomarker detection.[21] 

 

II.          METHODS AND MATERIAL 

 

A narrative methodology was combined with an empirical pipeline. Datasets comprised training and external test CSV 

files with a binary label. The GA encoded feature subsets as binary strings. Fitness equaled RF accuracy on a held‑out 

validation set. Elitism preserved top solutions each generation. The final model was retrained on all training data using 

the selected features and evaluated on the separate test set. Parameters: population size 8, generations 6, mutation rate 

0.1, single‑point crossover; RF used 100–200 trees with default depth. Figure placements follow IEEE guidance, after 

first textual reference. 

 

III.       RESULTS AND DISCUSSION 

 

A. FITNESS PROGRESSION AND SELECTED FEATURES 

As the genetic algorithm evolved over successive generations, the best fitness score steadily improved, reaching 

approximately 0.97 by the fifth to sixth generation. The final feature set consisted of nine attributes, identified by indices 

4, 5, 7, 10, 12, 13, 14, 16, and 18. Selecting a smaller, high-value subset helps reduce overfitting risk while preserving 

the core predictive information in scenarios where sample sizes are limited. 
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Fig. 1. Fitness progression (hold‑out accuracy) over generations. 

 

B. EXTERNAL GENERALIZATION AND FEATURE IMPORTANCE 

Training on the selected subset and evaluating on an external test set yielded an accuracy of 0.94. RF feature importances 

(Fig. 2) suggest a small number of features dominate decision splits, consistent with sparse biomarker patterns reported 

in neurodegenerative disease studies. While the dataset is synthetic, the pipeline is readily adaptable to real omics data 

with appropriate cross‑site validation and batch‑effect correction. 

 

 
Fig. 2. Random Forest feature importances for the GA‑selected subset. 

 

C. COMPARATIVE CONTEXT AND LIMITATIONS 

GAs compare favorably with filter methods and embedded regularizers when interactions between features matter. 

However, stochasticity and computational cost can be significant; caching, stratified sampling, and early stopping 

mitigate runtime. Future work should evaluate RT‑QuIC‑derived features and multimodal fusion (clinical, imaging, fluid 

biomarkers) to improve robustness. 

 

IV.       CONCLUSION 

 

A GA‑RF pipeline can identify small, predictive biomarker subsets for early prion‑disease detection. The approach 

achieved strong internal fitness and 0.94 accuracy on an external set. Translational application requires validation on real 

cohorts, standardized pre‑analytics, and calibration for clinical decision thresholds. 
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