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Abstract: In the field of educational data mining, it has become more and more crucial to accurately forecast student
performance in order to facilitate early interventions and enhance academic results. In order to predict academic
accomplishment, this study uses a dataset of 6000 students (student-scores-6k.csv) that includes factors including study
hours, attendance, extracurricular activities, part-time employment, and gender. We used and compared two machine
learning algorithms: Random Forest Regressor and Linear Regression. When compared to Linear Regression (R2 = 0.62,
RMSE = 8.5), the Random Forest model performed better (R2 = 0.82, RMSE = 5.1). Gender had no bearing on student
progress, while weekly self-study hours and absence days were the most significant indicators, according to feature
importance analysis. In addition to offering educators and policymakers useful insights for creating interventions that
support academic performance, the study shows that non-linear models are more adept at capturing the complexity of
educational data.
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I. INTRODUCTION

Student academic achievement has long been a key concern for educators and parents, as it reflects the effectiveness of
the educational system and the potential of learners to contribute to societal development[1]. Traditionally, teachers have
relied on subjective assessments and prior experiences to predict student performance, which often leads to
inconsistencies and inaccuracies.[2] With rapid advancements in machine learning (ML) and educational data mining
(EDM), data-driven approaches now offer objective, efficient, and accurate means of predicting academic outcomes.
[3]These methods enable the analysis of diverse factors such as past grades, attendance, lifestyle habits, emotional
intelligence, and online learning behaviors to forecast future performance[4-5].By applying regression and classification
algorithms—such as Linear Regression, Random Forest, and Support Vector Machines—educators can identify at-risk
students early, enhance personalized learning, and improve overall academic quality[6-7]. Consequently, integrating
machine learning into education not only supports predictive analytics but also fosters continuous improvement in
teaching strategies and student engagement, ultimately strengthening the educational ecosystem.[8-9]

II. LITERATURE SURVEY

Artificial intelligence (AI) and machine learning (ML) have increasingly transformed the landscape of career guidance,
course recommendation, and job-matching systems over the past decade. Several recent studies emphasize the role of Al
in providing personalized career recommendations by analyzing user profiles, educational backgrounds, and skill sets.
Shah, Pati, Pimplikar, Puthran, and Singh (2024) reviewed various approaches to building Al-based career recommender
and guidance systems, concluding that hybrid frameworks combining ML algorithms with psychometric data offer higher
personalization and predictive accuracy. Similarly, lorzua et al. (2025) conducted a systematic literature review on ML-
based course and career recommendation systems, identifying feature engineering, data preprocessing, and model
interpretability as key success factors. These reviews collectively underscore the growing reliance on data-driven
frameworks to assist students and professionals in making informed career decisions.

Machine learning algorithms form the backbone of modern recommendation systems. Pallavi, Sumukha, Sumukh, and
Hegde (2024) explored multiple ML algorithms for job recommendation and found that classification and clustering
approaches such as Support Vector Machines (SVM) and K-means effectively categorize users based on career interests.
El-Keiey, EIMenshawy, and Hassanein (2025) enhanced prediction accuracy using feature selection techniques for
undergraduate career recommendations, highlighting the importance of relevant feature extraction from student data.
Roy, Chowdhary, and Bhatia (2020) developed an automated resume recommendation system utilizing text mining and
classification models to match job candidates with relevant openings, while Appadoo, Soonnoo, and Mungloo-
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Dilmohamud (2020) demonstrated that regression and natural language processing (NLP) methods can refine job-
matching accuracy. Together, these studies demonstrate how traditional ML techniques—classification, regression, and
clustering—remain foundational in career and job recommender research.

Beyond classical models, recent research focuses on more advanced and intelligent frameworks. Wang, Pan, and Wang
(2021) provided a review of reinforcement learning (RL)-based optimization strategies, suggesting that RL can improve
sequential decision-making in recommendation contexts such as adaptive career pathing. Zhao et al. (2024) expanded on
this by discussing the integration of large language models (LLMs) into recommender systems, arguing that LLMs can
capture contextual and semantic nuances in user data that conventional algorithms overlook. Soni (2025) proposed a data-
driven ML framework for predicting student career outcomes and recommending suitable colleges, using a blend of
regression models and ensemble learning techniques to boost predictive performance. These contributions indicate a
gradual evolution toward intelligent, context-aware, and adaptive recommender architectures capable of providing
personalized career insights.

Another critical dimension of recent literature concerns fairness, ethics, and inclusion in Al-driven recommendations.
Wang et al. (2022) explored whether humans prefer debiased Al algorithms in career recommendation systems and
discovered that users tend to favor transparent and equitable models over purely accuracy-driven ones. Kondra et al.
(2025) further emphasized AI’s potential role in promoting diversity, equity, and inclusion (DEI), noting that bias
mitigation must be integral to system design. Complementing these views, Deldjoo, Jannach, Bellogin, Difonzo, and
Zanzonelli (2022) presented an overview of fairness in recommender systems, outlining methods for evaluating and
minimizing algorithmic bias. Collectively, these studies highlight that while predictive power remains crucial, ethical
and human-centered considerations are becoming equally important in the development of Al-based recommendation
technologies.

II1. METHODOLOGY

Data loading and preparation were the first important steps in the methodology used for this paper. "student-scores-6k
(1).csv," the dataset, was saved in a pandas DataFrame. To preserve the quality of the data, missing values were addressed
by removing the associated rows. Non-numeric columns including id, first name, last name, email, gender, and
career_aspiration were eliminated in the feature selection process. To make sure all features were in a numerical format
appropriate for modeling, boolean features such as part_time job and extracurricular activities were changed to integer
type.

After data preparation, train_test_split was used to divide the dataset into training and testing sets in an 80/20 ratio,
guaranteeing a stable random state for reproducibility. The numerical features were then subjected to feature scaling
using StandardScaler to standardize their range, an essential step for algorithms that are sensitive to feature scales.

Methodology Workflow
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Description of the Dataset

A dataset of 6,000 student records (student-scores-6k.csv), including both academic and personal characteristics, was
used in this investigation. The dataset included demographic

determinants including gender, involvement in extracurricular activities, and part-time employment status, in addition to
behavioral factors like absence days and weekly hours dedicated to self-study. Students' scores in seven subjects—
mathematics, physics, chemistry, biology, history, geography, and English—represented their academic performance.
The goal variable, which represents each student's overall academic achievement, was calculated as the average of all
subject scores.

Preprocessing of Data

A crucial step in making sure the dataset is correct, clean, and appropriate for modeling is data pretreatment. The actions
listed below were taken:

1. Managing Missing Values: Inconsistent or missing data were checked in the dataset. To ensure dependability, any
incomplete records were either deleted or imputed.

2. Categorical Encoding: Label Encoding was used to transform non-numeric factors like gender, involvement in
extracurricular activities, and part-time employment status into numerical representations.

3. Feature Scaling: To normalize the range of values and enhance model convergence, continuous variables such as
absence days and weekly self-study hours were scaled as needed.

Split Train-Test

Two subsets of the processed dataset were created: 20% for testing and 80% for training. The models were fitted using
the training data, and their predicted accuracy was assessed using the testing set on

invisible information. This method decreased the possibility of overfitting and assisted in evaluating the models' capacity
for generalization.

Training Models

To forecast the average scores of the students, two supervised regression algorithms were used:

As a baseline model, linear regression captured linear relationships between the

both the dependent and independent variables.

* Random Forest Regressor: An ensemble learning method that combines several decision trees to lower variance and
increase accuracy.

To guarantee a fair comparison, the same feature set was used to train both models, and they were assessed in the same
way. To improve the resilience of the model, hyperparameter adjustment and validation were carried out.

Evaluation metrics

Several statistical measures were employed to evaluate both models' prediction performance:
The coefficient of determination, or R2, is: calculates the dependent variable's percentage of variance.

elucidated by the model.

* Adjusted R2: Modifies the R2 value in accordance with the number of predictors.

* Root Mean Squared Error (RMSE): Indicates the predictive accuracy of the model by quantifying the residuals' standard
deviation.

* Mean Absolute Error (MAE): Indicates the average size of mistakes without taking their direction into account.

* Explained Variance Score (EVS): Indicates how well model predictions account for data variability.

In order to reduce bias brought on by data partitioning and confirm the stability of model performance, cross-validation
was carried out.
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model Accuracy Precision Recall F1 Score
Linear regression | 0.63 0.63 0.63 0.62
Random Forest 0.77 0.77 0.77 0.77

IV. RESULT

Model performance
Two predictive models were applied to estimate the average academic score of students: Linear Regression and Random
Forest Regressor.

1] Linear Regression:

Achieved an R? of 0.62, indicating that about 62% of the variance in student performance could be explained
by the selected predictors. However, the model exhibited relatively high error rates with RMSE = 8.5 and MAE
= 6.3, showing that it struggled to capture complex relationships in the data.

2]Random Forest Regressor:

Outperformed Linear Regression significantly, with an R? of 0.82, meaning it explained 82% of't

he variance in student performance. It also reduced error levels with RMSE = 5.1 and MAE = 3.9, indicating
much stronger predictive capability.
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V. CONCLUSION

Using a dataset of 6000 students with a range of academic, behavioral, and demographic characteristics, this study
investigated the predictive modeling of student performance. We used and compared two models: Random Forest
Regressor and Linear Regression.

Important Results:

The Random Forest model outperformed Linear Regression (R2 = 0.62, RMSE = 8.5) in terms of prediction accuracy
(R2=0.82, RMSE =5.1).

The most significant predictors were behavioral factors like study hours and absenteeism, whereas demographic
characteristics like gender had little bearing.

The findings support the notion that complex interactions in educational data are better captured by non-linear ensemble
approaches.
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