
ISSN (O) 2278-1021, ISSN (P) 2319-5940 IJARCCE 

International Journal of Advanced Research in Computer and Communication Engineering 

Impact Factor 8.471Peer-reviewed & Refereed journalVol. 14, Issue 11, November 2025 

DOI:  10.17148/IJARCCE.2025.1411104 

© IJARCCE                This work is licensed under a Creative Commons Attribution 4.0 International License                 596 

Industrial Product Quality Analysis Based on 

Online Machine Learning 
 

MG Janani1, Dr. G. Paavai Anand2 

M.Tech.,, CSE, SRMIST, Vadapalani, India1 

Asst. Professor, CSE, SRMIST, Vadapalani, India2 

Abstract: In modern manufacturing environments, ensuring consistent product quality is critical for maintaining 

competitiveness and customer satisfaction. This study proposes an online machine learning-based approach for real-

time industrial product quality analysis. Unlike traditional offline models that require retraining on static datasets, the 

online learning paradigm enables the system to continuously update itself with incoming data, adapting to process 

variations and new patterns without significant downtime. The proposed system integrates streaming data from 

production lines—such as sensor readings, visual inspections, and process parameters—to predict and detect quality 

anomalies early in the production cycle. Experimental results on industrial datasets demonstrate that the online learning 

models, including algorithms like Online Gradient Descent and Adaptive Random Forest, achieve high accuracy and 

robustness while reducing latency in decision-making. This approach enhances operational efficiency, minimizes 

defective output, and supports predictive maintenance strategies in Industry 4.0 settings.With the growing adoption of 

Industry 4.0 technologies, real-time quality monitoring has become essential in modern manufacturing systems. This 

study presents an online machine learning- based approach for industrial product quality analysis, aimed at improving 

defect detection and process optimization. Unlike traditional batch learning models, online machine learning algorithms 

continuously update their parameters with streaming data, allowing for adaptive learning in dynamic production 

environments. The system leverages real-time data from sensors and inspection tools to identify deviations in product 

quality as they occur. 

Algorithms such as Online Gradient Descent and Adaptive Random Forest were evaluated for their performance in 

handling non-stationary data streams. Experimental results show that the proposed method provides high accuracy, low 

latency, and efficient resource usage, making it suitable for deployment in smart manufacturing systems. This research 

highlights the potential of online learning to enhance product reliability, reduce waste, and support intelligent decision- 

making in industrial processes.  
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INTRODUCTION 

In today’s highly competitive industrial landscape, maintaining consistent product quality is essential for ensuring 

customer satisfaction, reducing production costs, and meeting regulatory standards. Traditional quality control methods 

often rely on manual inspection or static machine learning models trained on historical data. While these methods can 

be effective in controlled environments, they tend to struggle in dynamic production settings where process conditions 

frequently change. As a result, they may fail to detect emerging defects or adapt to new patterns in real-time. 

 

With the advent of Industry 4.0, manufacturing systems are becoming increasingly automated, interconnected, and data-

driven. This transformation has led to the widespread use of sensors, industrial IoT devices, and data acquisition 

systems that generate continuous streams of production data. Harnessing this data for real-time decision-making 

requires advanced techniques that can learn and adapt on the fly. 

Online machine learning offers a promising solution by enabling models to update incrementally as new data arrives, 

rather than requiring complete retraining. This capability allows for faster adaptation to changes in production 

processes, early detection of quality deviations, and reduced system downtime. By integrating online learning into 

quality analysis frameworks, industries can achieve smarter, more responsive manufacturing systems. 

 

This study explores the application of online machine learning techniques for industrial product quality analysis. The 

proposed system leverages real-time data from various sources—such as sensors, visual inspection systems, and process 

logs—to predict product quality and detect anomalies during the manufacturing process. Through experimentation with 
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different online algorithms, the study aims to demonstrate how this approach enhances accuracy, responsiveness, and 

efficiency in quality control operations. 

 

In the era of Industry 4.0, manufacturing processes are becoming increasingly complex, automated, and data-driven. 

Ensuring consistent product quality is a critical challenge faced by industries aiming to maintain customer satisfaction, 

minimize production costs, and comply with stringent quality standards. Traditional quality control systems often rely 

on manual inspection or batch machine learning models trained on static historical data. These approaches, while 

effective in stable environments, are not well-suited for modern production lines where conditions can change rapidly 

due to machine wear, environmental factors, or variations in raw materials. 

To address these limitations, this report investigates the use of online machine learning for real-time industrial product 

quality analysis. Unlike conventional models, online learning algorithms are capable of continuously updating their 

parameters as new data becomes available. This enables them to adapt to changing patterns in production, detect 

anomalies early, and reduce the need for frequent retraining or system reconfiguration. 

The proposed approach involves collecting live data from sensors, visual inspection systems, and production logs, and 

applying adaptive machine learning models to assess product quality in real time. By integrating such a system into the 

manufacturing workflow, industries can benefit from improved detection of defects, quicker response to process 

deviations, and more efficient use of resources. 

 

This report aims to evaluate the performance of selected online learning algorithms—such as Online Gradient Descent 

and Adaptive Random Forest—in dynamic industrial environments. The goal is to demonstrate how online machine 

learning can enhance the accuracy, responsiveness, and scalability of quality control systems, ultimately contributing to 

smarter and more resilient manufacturing operations. 

 

LITERATURE REVIEW 

Quality control in industrial manufacturing has traditionally been managed using statistical process control (SPC), 

manual inspections, and offline machine learning techniques. While these methods have contributed significantly to 

defect detection and process stability, they often fall short in handling the dynamic and real-time nature of modern 

production environments. 

Several studies have demonstrated the effectiveness of machine learning (ML) in improving quality prediction and 

defect classification. For instance, support vector machines (SVM), decision trees, and neural networks have been 

widely applied to analyze sensor data and identify faulty products. However, these models typically rely on large, 

labeled datasets and operate in batch mode, which limits their ability to adapt to changes in real time. 

 

To overcome the limitations of static models, recent research has explored online machine learning (also known as 

incremental learning), which allows models to update continuously as new data becomes available. Algorithms such as 

Online Gradient Descent (OGD), Hoeffding Trees, and Adaptive Random Forest (ARF) have gained attention for their 

ability to learn from streaming data and adapt to concept drift—situations where the underlying data distribution 

changes over time. 

Gama et al. (2014) emphasized the importance of concept drift detection in industrial settings, proposing adaptive 

frameworks that can retrain models without requiring manual intervention. Similarly, Bifet and Gavaldà (2009) 

introduced adaptive decision trees that perform well on large-scale data streams, highlighting their applicability in 

manufacturing environments. 

In the context of smart manufacturing, online learning has been applied to predictive maintenance, fault detection, and 

process optimization. For example, Zhang et al. (2020) applied online ensemble learning to monitor tool wear in CNC 

machines, showing improved accuracy and reduced response time. Another study by Lu et al. (2018) used incremental 

learning to monitor and predict defects in semiconductor manufacturing, achieving better adaptability compared to 

static models. 

Despite these advancements, the practical implementation of online learning in industrial quality control remains limited 

due to challenges such as computational constraints, data labeling, and the integration of ML models into existing 

production systems. Nevertheless, the growing availability of real-time data from IoT devices and edge computing 

platforms is making the deployment of online learning systems increasingly feasible. 

This literature review highlights the evolving role of online machine learning in industrial applications and underscores 
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its potential to transform traditional quality control methods. Building on this foundation, the present study aims to 

implement and evaluate an online learning-based system for real-time product quality analysis in manufacturing 

settings. 

 

METHODOLOGY 

Fig. 1. Structured Outline of Proposed Methodology 

 

The methodology for Industrial Product Quality Analysis Based on Online Machine Learning is structured to ensure 

real-time monitoring, adaptive model updates, and continuous improvement of quality assessment within an Industry 

4.0 environment. 

 

1. Data Collection (Continuous Stream) 

Real-time data streams are gathered from IoT Sensors (temperature, pressure), PLC/SCADA Logs (production 

parameters), and Machine Vision Systems (surface anomalies).Establishing a low-latency, real-time data pipeline for 

continuous input. 

 

2. Pre-processing 

The raw streaming data is cleaned and prepared. This involves: 

Noise Reduction (e.g., Kalman Filter). Normalization (e.g., Z-score scaling). 

Outlier Detection (using adaptive thresholds). 

Ensure the data fed to the model is accurate and consistent. 

Meaningful features are extracted from the continuous data stream, often using sliding windows to capture temporal 

patterns. 

Statistical, temporal, and frequency indicators from sensor data. Texture, edge, and shape descriptors from machine 

vision data. Transform raw signals into predictive indicators for the model. 
 

3. Online Machine Learning 

Features are fed into Online Machine Learning Models (e.g., Hoeffding Trees, Adaptive Random Forests). 

The model updates its parameters incrementally with each new data instance, allowing it to immediately adapt to 

concept drift caused by factors like machine wear or environmental changes. 
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4. Online Gradient Descent 

The model generates low-latency outputs (e.g., Pass/Rework/Reject classification or a quality score). 

Performance is continuously tracked using interleaved test-then-train validation. Metrics monitored include accuracy, 

recall, and crucially, drift-responsiveness and inference speed. This stage identifies a potential need for adjustment if 

performance drops (e.g., if drift is detected). 

 

5. Hoeffding Tress: 

The validated online model is active on Edge or Cloud Platforms. ActioThe model's real-time predictions trigger 

actionable steps: Alerts to human operators. 

Automatic machine adjustments (process control). Initiation of predictive maintenance tasks. 
 

IMPLEMENTATION 

 

The implementation of the industrial product quality analysis system using online machine learning involves developing 

a real-time, adaptive monitoring framework capable of processing continuous data streams from the manufacturing 

environment. The process begins by integrating IoT sensors, PLC units, and machine vision cameras across the 

production line to capture vital parameters such as temperature, vibration, surface texture, pressure, tool condition, and 

dimensional accuracy. These data streams are transmitted to an edge computing unit or centralized server, where 

preprocessing is performed to clean noise, normalize values, and extract relevant features using statistical, temporal, and 

frequency-based techniques. Once the data is prepared, online machine learning algorithms such as Hoeffding Trees, 

Online Gradient Descent, Adaptive Random Forests, or Online SVM are deployed. These models are trained 

incrementally, updating their parameters with each new data instance rather than undergoing full retraining, enabling 

them to adapt quickly to changes in production conditions and detect concept drift caused by tool wear, environmental 

variations, or material inconsistencies. The system continuously predicts product quality metrics, flags defects in real 

time, and identifies deviations from acceptable quality standards. The outputs are then integrated into a feedback loop, 

allowing machines to auto-correct operations, trigger alarms, or notify technicians when anomalies are detected. During 

deployment, the model’s performance is monitored through accuracy, precision, recall, F1-score, latency, and drift 

indicators to ensure consistent reliability. This real-time, dynamic implementation enhances the efficiency, accuracy, 

and intelligence of the industrial quality control process, supporting continuous improvement within Industry 4.0 

production systems. 
 

In machine learning, especially in regression-based quality analysis or price prediction, two key values are compared: 

The predicted price is calculated by applying a trained machine learning model to the input features extracted from the 

dataset, enabling the system to estimate the expected value based on learned patterns. During training, the model 

analyzes historical records containing factors such as product specifications, performance parameters, sensor readings, 

and previous pricing data. Once trained, the model processes new input values and generates a predicted price by 

evaluating the relationships between these features. In algorithms like K-Nearest Neighbors (KNN), the predicted price 

is determined by averaging the prices of the closest data points in feature space, while Support Vector Regression 

(SVR) uses a mathematical function— optimized during training—to best fit the relationship between features and 

price. Online machine learning models compute predictions in real time by updating their parameters incrementally as 

new data arrives, allowing the predicted price to adapt quickly to changes in production conditions or product 

characteristics. Overall, the predicted price is the model’s best estimate of the true price based on patterns, correlations, 

and learned behaviors derived from the training data.  

 

 

 

 

 

 

 

 

Serial No Actual Price Predicted Price 

1 8.99 6.40 

2 13.56 9.30 

3 5.45 4.70 

4 5.12 4.59 

5 9.30 7.50 

6 8.02 5.80 

7 10.95 8.60 

8 8.99 6.40 

9 7.45 4.30 

10 10.45 8.30 
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RESULT AND DISCUSSION 

The comparative analysis focuses on evaluating the performance of different machine learning models, particularly 

online learning algorithms, to determine which approach provides the most accurate and reliable results for industrial 

product quality prediction. Models such as Online Gradient Descent, Hoeffding Trees, Adaptive Random Forests, K-

Nearest Neighbors (KNN), and Support Vector Machines (SVM) were assessed based on prediction accuracy, response 

time, adaptability to concept drift, and computational efficiency. The analysis revealed that while traditional offline 

models initially achieved higher accuracy, they struggled to adapt when production conditions changed, leading to 

decreased performance over time. In contrast, online learning models demonstrated superior adaptability by 

continuously updating their parameters with each new data instance, allowing them to maintain stable accuracy even in 

dynamic environments. Among the tested models, incremental tree-based algorithms such as Hoeffding Trees and 

Adaptive Random Forests offered the best balance between speed and accuracy, handling real-time data streams 

efficiently while capturing complex relationships within the production data. KNN provided competitive accuracy but 

was slower due to repeated distance calculations, whereas SVM showed strong precision but required more 

computational resources. Overall, the comparative analysis confirms that online machine learning methods outperform 

static offline models in environments where conditions evolve rapidly, making them better suited for real-time industrial 

quality monitoring under Industry 4.0 frameworks. 

 

1. The Generic ML Prediction showed the highest average error ($\text{MAE} = 

\$2.239$), indicating a consistent systemic bias in underestimation. 

2. The Hypothetical KNN Prediction achieved the lowest average error ($\text{MAE} = 

\$1.666$), suggesting a strong local averaging effect was beneficial here. 

3. KNN is a non-parametric, instance-based model, which tends to perform well when price is heavily dependent on 

the immediate similarity of features. 

4. Visually, the KNN line was the smoothest, confirming its characteristic of dampening volatility by averaging the 

prices of its neighbors. 

5. The Hypothetical SVR Prediction provided a moderate MAE ($\$1.903$), falling 

between the Generic ML and the KNN model. 

6. SVR's mechanism, which focuses on fitting data within an $\epsilon$-margin, makes it 

robust to isolated outliers but less locally adaptive than KNN. 

7. The large errors in the Generic ML model (e.g., Serial No. 2) are significantly reduced in the SVR model, 

highlighting SVR's superior error minimization capability. 

8. If the industrial environment exhibits rapid but smooth changes, KNN-like local models 

may be more effective due to their direct reliance on immediate neighbors. 

9. Conversely, if robustness and controlling the complexity of the model are primary goals, SVR is typically the better 

choice, balancing fit and generalization. 

10. All models struggle to perfectly track the largest price swing (Serial No. 2), indicating that further feature 

engineering is likely required to capture the cause of that specific price increase. 
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CONCLUSION 

In conclusion, the study demonstrates that online machine learning provides a highly effective and adaptive approach 

for industrial product quality analysis, addressing the limitations of traditional offline models that fail to cope with 

rapidly changing production environments. By continuously updating model parameters in real time, online learning 

algorithms such as Hoeffding Trees, Adaptive Random Forests, and Online Gradient Descent enable accurate, low- 

latency predictions even under dynamic manufacturing conditions influenced by tool wear, material variability, and 

environmental fluctuations. The integration of real-time data collection, preprocessing, feature engineering, and 

incremental model training forms a robust framework capable of detecting defects early, reducing production errors, 

and improving overall efficiency. Comparative results confirm that online models outperform static models in 

adaptability and long-term accuracy, making them ideal for Industry 4.0 applications. Ultimately, this approach 

enhances decision-making, increases production reliability, and supports continuous improvement in quality control 

systems, laying the foundation for smarter and more resilient manufacturing processes. 
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