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Abstract: Parkinson’s disease (PD) is a progressive neurological disorder that affects movement control. It is often
marked by tremors, stiffness, and slowed motion. Early and precise detection of Parkinson’s disease is vital for
effective treatment and management, as it can greatly enhance patients’ quality of life. Recently, machine learning and
signal processing techniques have proven promising in identifying Parkinson’s disease using various biomedical
signals, including voice recordings, handwriting patterns, and gait analysis. By extracting key features and training
classification models, these systems can differentiate between healthy individuals and those with Parkinson’s disease
with high accuracy. This study aims to create a reliable detection model that uses data-driven approaches to support
medical diagnosis and enable early intervention. The proposed method seeks to improve diagnostic efficiency,
minimize human error, and contribute to better healthcare systems.

Keywords: Parkinson’s Disease (PD), Early Detection, Neurological Disorder, Machine Learning, Data Preprocessing,
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L. INTRODUCTION

Parkinson’s disease (PD) is a long-term and progressive brain disorder that affects millions around the globe. It mainly
occurs due to the gradual damage of dopamine-producing neurons in the substantia nigra area of the brain, leading to a
significant drop in dopamine levels. This reduction disrupts motor function control, resulting in common symptoms
like resting tremors, muscle stiffness, slowed movement, and poor posture or balance. Along with these movement
issues, patients often face various non-motor challenges, such as cognitive decline, sleep problems, depression, and
autonomic dysfunction. Because its symptoms are complex and progress slowly, Parkinson’s disease is often not
diagnosed correctly or is missed entirely in the early stages.

Early and accurate detection of PD is essential for effective management. Identifying the disease early can slow its
progress, improve quality of life, and boost response to treatment. However, traditional diagnostic methods rely heavily
on clinical evaluations, neurological assessments, and the subjective interpretation of motor symptoms. These
approaches can differ among practitioners and may miss early signs of the disease. Furthermore, advanced imaging
techniques like MRI or DaTscan can provide useful information but are usually costly and not easily available in all
healthcare settings, which limits early and widespread diagnosis.

IL EXISTING SYSTEM

Existing systems for detecting Parkinson’s disease (PD) using images have changed a lot due to improvements in
computer vision and deep learning. Many of these systems focus on capturing visual signs that show the motor and
neurological issues associated with the disease. The literature has explored a variety of image types, including brain
imaging techniques like MRI and DaTscan, images of facial expressions, handwriting and spiral-drawing scans, and
video frames of gait or movement taken as image sequences.

Medical imaging-based systems often use deep convolutional neural networks, UNet architectures, or improved
object-detection models like YOLO variants to look at subtle structural changes or dopamine-related problems in the
brain. While these methods can provide valuable information, they usually need complex equipment, specialized
clinical environments, and precisely labeled datasets. This need hinders their accessibility and scalability.

On the other hand, systems that use simpler images—Iike digitized handwriting samples or spiral drawings—are
becoming more popular. They are easy to collect, low-cost, and good at capturing tremors, pressure changes, and
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unusual motor patterns. Convolutional neural networks and mixed deep-learning models have proven to classify these
handwriting images accurately. They often achieve high accuracy when distinguishing PD patients from healthy
individuals.

IIIL. METHODOLOGY

A. Model Design: The proposed model for detecting Parkinson's disease using images relies on a deep learning
structure that automatically extracts visual features linked to motor and neurological issues. The system starts with
preprocessing steps like resizing, normalization, and augmentation to ensure consistent image quality and improve
the model's reliability

B. Dataset: The dataset for detecting Parkinson’s disease includes image samples gathered from publicly available
medical and research repositories. These samples feature both Parkinson’s patients and healthy control subjects.

C. Workflow: The workflow consists of
1. Data Acquisition: Collect data related to Parkinson's Disease.

2. Feature Extraction: Extract relevant features from the raw dataset.
3. Data Preprocessing: Clean and prepare the extracted features.

4. Data Splitting: Split the data into a training set and a test set.

5. Model Training: Train the model using the sampled training data.
6. Model Evaluation: Evaluate the trained model using the test set.

7. Output: The final output is the prediction or classification result for Parkinson’s Disease based on the input
features.

£ A

Parkinson's
. Disease _

xtract . | L
SEbae 4>{ Preprocessing L—» Split Data

Features |

Sampling Methods:
: 1. Random oversampling

Train Test

2. Under sampling
3. SMOTE
—
—>1 M(.)d.el * o —»}E\‘alumion
Training Model (777 5}

Fig 3.1 Workflow for Parkinson’s disease detection
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Iv. RESULT AND ANALYSIS

The results from the proposed image-based Parkinson’s disease detection model show high performance and reliable
classification abilities across the testing dataset. The model achieved strong accuracy, precision, recall, and F1-score
values. This confirms that it can effectively learn the subtle visual features in images of Parkinson’s patients. During
training, the loss steadily decreased while the validation accuracy improved consistently. This indicates stable learning
and minimal overfitting due to effective preprocessing and augmentation techniques.

The confusion matrix revealed that the model produced very few false positives and false negatives. This validates its
strength in distinguishing between Parkinson’s and non-Parkinson’s cases. Additionally, visualizations like accuracy
and loss curves, along with sample prediction heatmaps, provided insights into how the model interprets image
features. They confirmed that the model focuses on meaningful areas linked to motor irregularities. Overall, the
analysis shows that the proposed deep learning system is both effective and reliable. It is a strong option for helping
with early screening and diagnosis of Parkinson’s disease.
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V. CONCLUSION

In this study, we developed and evaluated an image analysis system based on deep learning to detect Parkinson’s
disease. Our goal was to create a non-invasive, efficient, and scalable tool for early diagnosis. The system uses
convolutional neural networks (CNNs) and transfer-learning architectures to automatically extract subtle visual
features from images. These features include handwriting samples, facial expressions, and gait frames, which often
signal motor and neurological problems related to Parkinson’s disease. Through careful preprocessing, normalization,
and data augmentation, the model learned meaningful patterns while reducing overfitting.

The results showed high accuracy, precision, recall, and F1-score across the testing dataset. The analysis of confusion
matrices, accuracy/loss curves, and feature visualizations confirmed the model’s ability to reliably distinguish between
Parkinson’s patients and healthy individuals.

Beyond its strong predictive performance, this approach demonstrates the potential of image-based deep learning
systems in clinical settings. This is especially important in places where traditional diagnostic tools, like MRI or
DaTscan, can be costly, invasive, or unavailable. By offering a quick and objective assessment of visual biomarkers,
our system can aid clinicians in early detection, monitor disease progression, and potentially improve patient
outcomes through timely interventions.
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