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Abstract: Distributed Denial of Service (DDoS) attacks are one of the most common threats to modern web applications,
causing service unavailability and performance degradation by overwhelming servers with excessive traffic. Early
identification of such attack conditions is essential to reduce downtime and maintain service reliability. This paper
presents DDoS Defender, a lightweight and ethical web-based system designed to detect potential DDoS attack scenarios
using safe and non-intrusive website performance analysis.

The proposed system evaluates a given website by performing controlled checks such as DNS resolution verification,
TCP connectivity testing, and limited HTTP request analysis within strict timeout constraints. Performance metrics
including response latency, error rate, and connectivity status are collected and compared with historical baseline data to
identify abnormal behavior. Based on predefined detection rules, the system classifies the website condition as Normal,
Possible DDoS, or Likely DDoS. Additionally, the system provides severity-based mitigation recommendations to assist
users in taking appropriate preventive actions.

The application is implemented using Python with a lightweight backend framework and a web-based frontend interface
for user interaction. Historical metrics are stored locally to support trend analysis and improve consistency in detection.
The proposed approach demonstrates that effective DDoS detection can be achieved using minimal, ethical probing
techniques, making the system suitable for educational purposes and small-scale monitoring environments.

I. INTRODUCTION

The rapid expansion of internet-based services has made websites and online applications essential for communication,
business operations, education, and information sharing. Ensuring uninterrupted availability of these services has become
a critical requirement, as even brief downtime can lead to loss of productivity, revenue, and user trust. Among the various
cyber threats affecting web availability, Distributed Denial of Service (DDoS) attacks remain one of the most frequently
encountered and damaging forms of attack.

A DDoS attack aims to disrupt normal service by overwhelming a target server or network with excessive traffic
originating from multiple distributed sources. These attacks can target different layers of the network, including the
application, transport, and network layers, making detection a complex task. Conventional detection techniques often
depend on internal traffic monitoring, packet inspection, or access to server-side logs. Such approaches may not be
practical for small organizations, educational projects, or environments where internal infrastructure access is limited.
Additionally, aggressive probing methods can unintentionally impact legitimate services.

To address these challenges, there is a growing need for a lightweight and ethical mechanism to detect abnormal website
behavior using external performance indicators. Monitoring parameters such as response latency, error rate, and
connectivity status can provide meaningful insights into the health of a website without intrusive testing. In this paper,
DDoS Defender is proposed as a web-based system that performs safe DNS, TCP, and limited HTTP checks to analyze
website behavior. By comparing current performance metrics with historical baseline data, the system identifies potential
DDoS attack conditions and provides severity-based classification along with mitigation recommendations.

1.1 Project Description

The DDoS Defender project focuses on developing a lightweight and ethical web-based system for detecting potential
Distributed Denial of Service attack conditions by analyzing external website performance indicators. The system allows
users to submit a website URL and performs controlled checks such as DNS resolution verification, TCP connectivity
testing, and limited HTTP request analysis within predefined timeout limits. Key metrics including response latency,
error rate, and connectivity status are collected and compared with historical baseline data to identify abnormal behavior.
Based on this analysis, the system classifies the website condition as Normal, Possible DDoS, or Likely DDoS and
provides corresponding mitigation recommendations. The proposed solution emphasizes safe operation without intrusive
traffic generation, making it suitable for educational use and small-scale website monitoring.
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1.2 Motivation

The increasing dependence on web-based services has made website availability a critical concern for organizations of
all sizes. Even brief service interruptions can lead to financial losses, reduced user trust, and operational challenges.
Distributed Denial of Service attacks have emerged as a major cause of such disruptions, as they are relatively easy to
launch and difficult to detect in their early stages. This growing threat landscape highlights the need for effective
monitoring mechanisms that can help identify abnormal conditions before severe damage occurs.

Most existing DDoS detection and mitigation solutions rely on advanced infrastructure, deep packet inspection, or
continuous traffic analysis at the server or network level. While these methods are effective, they are often expensive,
complex, and unsuitable for students, small organizations, or educational environments. Additionally, many tools involve
aggressive testing or intrusive monitoring, which may violate ethical guidelines or negatively impact legitimate services.
This creates a gap between theoretical knowledge of DDoS attacks and practical, safe learning tools.

The motivation of the DDoS Defender project is to bridge this gap by providing a lightweight, ethical, and easy-to-use
system for understanding and detecting potential DDoS attack conditions. By relying on external performance indicators
such as response latency, error rate, and connectivity status, the project avoids intrusive testing while still offering
meaningful insights into website health. This approach enables users to learn about DDoS behavior and early warning
signs in a responsible manner, making the system both educationally valuable and practically relevant.

II. RELATED WORK

Several studies have addressed the problem of Distributed Denial of Service attack detection by analyzing network traffic
characteristics such as packet rate, flow behavior, and bandwidth consumption. Traditional detection methods often rely
on deep packet inspection, signature-based filtering, and flow-level monitoring within network infrastructure. While
these approaches are effective in large-scale environments, they require access to internal traffic data, specialized
hardware, and significant computational resources, which limits their applicability for small organizations and
educational projects.

More recent research has focused on statistical and anomaly-based techniques that use performance indicators such as
response time, error rates, and availability to detect abnormal website behavior. Machine learning-based approaches have
also been explored to improve detection accuracy; however, they often depend on large datasets and complex models.
External monitoring approaches offer a simpler and safer alternative but are sometimes limited by the lack of baseline
comparison and clear classification mechanisms. The proposed DDoS Defender system addresses these limitations by
combining ethical external probing with historical baseline analysis and rule-based severity classification to identify
potential DDoS attack conditions in a lightweight manner.

1I. METHODOLOGY
A. System Environment

The DDoS Defender system is developed using a lightweight web-based architecture that supports safe and ethical
website monitoring. The backend of the system is implemented using Python with a lightweight web framework to handle
user requests and execute detection logic. The frontend interface is designed using web technologies to allow users to
input website URLs and view analysis results in real time. A local database is used to store historical performance metrics
and baseline data for each monitored website. The system operates in a client—server environment where the frontend
communicates with the backend through REST-based requests. All detection operations are performed under strict
timeout constraints and limited request counts to ensure responsible usage without overloading target websites.

B. Quality Monitoring and Traceability Architecture

The quality monitoring and traceability architecture of the DDoS Defender system focuses on evaluating website
availability and performance through safe, external observation techniques. In this system, quality is defined in terms of
response latency, error rate, and connectivity status, which are key indicators of service health during normal operation
and potential attack conditions. Upon receiving a valid website URL, the system performs controlled DNS resolution,
TCP connectivity testing, and limited HTTP request analysis within strict timeout constraints to collect performance
metrics. These metrics are stored and tracked over time to establish baseline behavior for each monitored website. Current
performance data is compared against historical baselines to identify abnormal deviations that may indicate possible
DDoS activity. This traceability mechanism enables consistent monitoring, improves detection reliability, and supports
clear severity classification while maintaining a non-intrusive and ethical approach suitable for educational and small-
scale monitoring applications.
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Fig.1. Flowchart of methodology

C. Rule-Based Detection Strategy

The DDoS Defender system employs a rule-based detection strategy to identify abnormal website behavior that may
indicate potential Distributed Denial of Service attack conditions. This strategy relies on predefined thresholds and logical
rules derived from observable performance indicators rather than machine learning models. Key detection rules include
monitoring DNS resolution failures, TCP connectivity issues, excessive response latency, and high HTTP request error
rates. If critical connectivity checks such as DNS resolution or TCP connection fail, the system immediately flags the
website as experiencing severe abnormal behavior. Similarly, sustained increases in latency or error rates beyond
acceptable limits are treated as indicators of possible service disruption. This rule-based approach ensures transparent,
interpretable, and reliable detection while maintaining low computational complexity.

D. Baseline-Based Severity Classification

To improve detection reliability, the system incorporates a baseline-based severity classification mechanism that
compares current website performance metrics with historical observations. Baseline values representing normal
behavior are established using previously collected metrics and stored in a local database. During each analysis cycle,
current latency and error rate values are evaluated against these baselines to determine the degree of deviation. Based on
the magnitude and consistency of deviation, the system classifies the website condition into predefined severity levels
such as Normal, Possible DDoS or Likely DDoS. This classification mechanism allows the system to distinguish between
temporary network fluctuations and sustained abnormal behavior. By combining baseline comparison with rule-based
detection, the system provides consistent and meaningful severity assessment suitable for continuous monitoring.

E. Implementation Flow

e The implementation process begins when the user enters a website URL through the web-based interface of the
system.
e  The system validates the entered URL to ensure that it follows the correct format and uses a supported protocol.
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e  After successful validation, a DNS resolution check is performed to verify domain availability and obtain the
corresponding IP address.

e A TCP connectivity test is then conducted to confirm that the target server is reachable.

The system sends a limited number of HTTP requests to the website to observe response behavior under

controlled conditions.

Performance metrics such as response latency and HTTP error rate are measured during the request process.

The collected metrics are aggregated and processed to summarize current website performance.

Historical baseline data stored in the database is retrieved for comparison.

Current metrics are compared with baseline values using predefined thresholds and logical rules.

Based on the analysis, the website is classified as Normal, Possible DDoS, or Likely DDoS.

Appropriate mitigation recommendations are generated according to the severity level.
e The final detection results and recommendations are displayed to the user.

F. Hardware and Software Requirements

e Standard desktop or laptop system with a minimum of 4 GB RAM and a dual-core or quad-core processor to
execute the backend services, frontend interface, and local database operations smoothly.

e Python 3.8 or later for the backend logic, including DNS resolution, TCP connectivity checks, HTTP request
analysis, and rule-based detection. Flask to handle API requests. SQLite for local data storage of historical
metrics and baseline values. React.js for frontend along with HTML, CSS, and JavaScript.

IV. SIMULATION AND EVALUATION FRAMEWORK

The simulation and evaluation of the proposed DDoS Defender system were carried out in a controlled and ethical
environment to analyze its effectiveness in detecting abnormal website behavior. In this context, simulation refers to
executing the system using real website URLs under normal network conditions without generating artificial traffic or
performing stress testing. The system was deployed on a local machine, and multiple publicly accessible websites were
provided as input to observe how the system responds to different connectivity and performance scenarios. All
evaluations were performed within predefined safety constraints, including limited HTTP requests and strict timeout
settings, ensuring that the testing process did not impact the target websites.

During the evaluation phase, the system monitored key performance indicators such as DNS resolution status, TCP
connectivity success, HTTP response latency, and error rate. These metrics were collected for each execution and
compared against historical baseline values stored in the local database. Websites exhibiting stable response times and
successful connectivity were classified as Normal, while those showing increased latency, intermittent request failures,
or connectivity issues were flagged as Possible DDoS. In cases where critical failures such as DNS or TCP connection
errors were observed, the system classified the condition as Likely DDoS. The evaluation results demonstrate that the
proposed framework can effectively distinguish between normal behavior and abnormal performance conditions using
external performance indicators. This evaluation approach validates the reliability of the system while maintaining a non-
intrusive and responsible detection methodology suitable for academic and small-scale monitoring applications.

The traceability mechanism enables comparison between current performance metrics and previously recorded values,
helping the system distinguish between temporary network fluctuations and persistent abnormal behavior. By
maintaining this historical trail, the system improves consistency in detection and supports more reliable severity
classification. This form of performance traceability enhances transparency and interpretability of results while remaining
non-intrusive and suitable for educational and small-scale monitoring environments.

V. RESULTS AND DISCUSSION

The DDoS Defender system was evaluated using multiple publicly accessible websites to observe its behavior under
different performance and connectivity conditions. During evaluation, websites exhibiting stable DNS resolution,
successful TCP connectivity, and consistent response times were classified as Normal. In such cases, the measured
latency and error rate closely matched the historical baseline values maintained by the system, indicating healthy service
availability.

Websites that experienced increased response latency or intermittent HTTP request failures were classified as Possible
DDoS. These results highlight the system’s ability to identify early warning signs of abnormal behavior without
generating intrusive traffic. In scenarios where critical failures such as DNS resolution errors or TCP connectivity issues
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were detected, the system immediately categorized the website condition as Likely DDoS. This severity-based
classification ensures rapid identification of significant service disruptions.

The discussion of results demonstrates that the rule-based detection approach combined with baseline comparison
provides reliable and interpretable outcomes. By relying on externally observable performance indicators, the system
avoids complex traffic inspection while still offering meaningful insights into website health. The generated mitigation
recommendations further assist users in understanding potential causes and corrective actions. Overall, the results confirm
that the proposed system effectively distinguishes between normal and abnormal website behavior while maintaining
ethical and lightweight operational constraints.

VI. CONCLUSION

This paper presented DDoS Defender, a lightweight and ethical web-based system designed to identify potential
Distributed Denial of Service attack conditions through external performance monitoring. The proposed system analyzes
website availability using safe indicators such as DNS resolution, TCP connectivity, response latency, and HTTP error
rate without generating intrusive traffic or performing stress testing. By combining rule-based detection with baseline-
driven comparison, the system effectively distinguishes between normal behavior and abnormal performance conditions
that may indicate service disruption.

The evaluation results demonstrate that the proposed approach provides clear and interpretable outcomes while
maintaining low computational overhead. The severity-based classification and mitigation recommendations help users
understand the nature of detected issues and take appropriate preventive actions. Overall, the DDoS Defender system
offers a practical, responsible, and educational solution for monitoring website health and detecting potential DDoS
conditions, making it suitable for academic environments and small-scale monitoring applications.

VII. FUTURE WORK

The DDoS Defender system can be further enhanced by incorporating advanced detection techniques to improve accuracy
and scalability. Future work may include the integration of machine learning models to learn complex traffic patterns and
dynamically adapt detection thresholds based on evolving network conditions. Expanding the system to support
continuous monitoring and real-time alerting mechanisms would improve responsiveness to emerging threats. The use
of distributed monitoring nodes and cloud-based deployment can enhance scalability and reliability for larger
infrastructures. Additionally, integrating visualization dashboards and log analysis features can provide deeper insights
into long-term performance trends. These enhancements can extend the system’s applicability to enterprise environments
while preserving ethical and non-intrusive monitoring principles.
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