IJARCCE ISSN (O) 2278-1021, ISSN (P) 2319-5940

International Journal of Advanced Research in Computer and Communication Engineering

Impact Factor 8.471 :< Peer-reviewed & Refereed journal :: Vol. 15, Issue 1, January 2026
DOI: 10.17148/IJARCCE.2026.15165

CROPSENSE AI- INTELLIGENT CROP
RECOMMENDATION SYSTEM USING
MACHINE LEARNING

Shiwani Raj!, Suma N R?
Department of MCA, BIT, K.R. Road, V.V. Pura, Bangalore, India'?

Abstract: Agriculture remains the backbone of many developing economies, yet farmers continue to face significant
challenges in selecting the most suitable crop for cultivation due to unpredictable climatic conditions, soil variability, and
limited access to data-driven decision support systems. Traditional crop advisory methods largely depend on manual
expertise, historical practices, or generalized recommendations, which often fail to account for real-time environmental
parameters and regional diversity. With the increasing availability of agricultural datasets and advancements in Machine
Learning (ML), there is a growing opportunity to enhance crop selection accuracy and improve farming outcomes through
intelligent systems.

This research presents CropSense_Al, a machine learning—based crop recommendation system designed to assist farmers
in identifying the most appropriate crop to cultivate based on key soil and environmental parameters. The system utilizes
essential inputs such as nitrogen, phosphorus, potassium levels, soil pH, temperature, humidity, and rainfall to generate
reliable crop recommendations. A Random Forest classification algorithm is employed due to its robustness, ability to
handle non-linear relationships, and resistance to overfitting when working with real-world agricultural data. The model
is trained and evaluated using a well-structured agricultural dataset, achieving high prediction accuracy and stable
performance across multiple crop classes.

Unlike many existing solutions that rely heavily on 10T sensors, image processing, or complex infrastructure,
CropSense_Al focuses on simplicity, accessibility, and interpretability. The system is designed to operate using readily
available data inputs, making it suitable for deployment in resource-constrained rural environments. Additionally, the
web-based interface allows users to interact easily with the system, visualize input parameters, and understand prediction
outcomes without requiring technical expertise. This practical design ensures that the system can be adopted by farmers,
agricultural officers, and extension services with minimal training.

The proposed system bridges a critical gap in current agricultural decision support tools by combining accuracy, usability,
and deployment readiness. By providing data-driven crop recommendations before cultivation, CropSense_Al has the
potential to reduce crop failure risk, optimize resource utilization, and support sustainable farming practices. The results
demonstrate that machine learning—based crop recommendation systems can play a vital role in modern precision
agriculture, contributing to improved productivity, informed decision-making, and long-term agricultural sustainability.

I INTRODUCTION

Agriculture remains a critical pillar of food security and economic sustainability, yet farmers frequently struggle with
selecting suitable crops due to changing climatic conditions, soil variability, and limited access to reliable decision-
support tools. Traditional crop selection practices are largely based on experience, generalized advisories, or static rules,
which often fail to reflect real-time environmental and soil nutrient conditions. With the increasing availability of
agricultural data, Machine Learning (ML) offers an effective approach to analyze complex relationships between soil
parameters and weather factors to support informed crop selection. In this context, CropSense_Al is proposed as a
machine learning—based crop recommendation system that uses essential soil and climatic inputs to suggest appropriate
crops before cultivation. By employing a Random Forest classifier, the system ensures accurate, stable, and interpretable
predictions while maintaining simplicity and deployment feasibility for real-world agricultural use.

1.1 Project Description

CropSense_Al is a machine learning—based crop recommendation system developed to support farmers and agricultural
stakeholders in making informed crop selection decisions before cultivation. The system analyzes key soil nutrients and
environmental parameters, including nitrogen, phosphorus, potassium levels, soil pH, temperature, humidity, and rainfall,
to recommend the most suitable crop for a given set of conditions. A Random Forest classification algorithm is used due
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to its ability to handle complex, non-linear relationships and deliver consistent performance across diverse datasets. The
project emphasizes simplicity, accuracy, and usability by avoiding dependency on specialized hardware such as 10T
sensors or image-based inputs. Implemented with a web-based interface, CropSense_Al enables users to easily input
parameters and receive reliable crop recommendations, making it a practical, accessible, and scalable solution for
precision agriculture and sustainable farming practices.

1.2 Motivation

The motivation for developing CropSense_Al arises from the increasing challenges faced by farmers in making accurate
crop selection decisions under uncertain soil and climatic conditions. Many farmers still rely on traditional knowledge,
trial-and-error methods, or generalized recommendations, which may not reflect current environmental realities and often
lead to low productivity or crop failure. Although advanced agricultural technologies exist, they frequently depend on
expensive infrastructure such as 10T sensors, satellite imagery, or complex data collection mechanisms, making them
inaccessible to small and marginal farmers. This project is driven by the need for a simple, affordable, and data-driven
crop recommendation system that can provide reliable guidance using easily available inputs. By leveraging machine
learning techniques, CropSense_Al aims to empower farmers with actionable insights, reduce risk in crop planning, and
promote sustainable agricultural practices through informed decision-making.

II. RELATED WORK

Recent research in precision agriculture has increasingly focused on applying machine learning techniques to assist in
crop selection and yield improvement. Several studies have explored the use of algorithms such as Decision Trees,
Support Vector Machines, K-Nearest Neighbors, and Random Forests to recommend suitable crops based on soil nutrients
and climatic conditions. These works demonstrate that data-driven models can significantly improve prediction accuracy
compared to traditional rule-based systems. Some researchers have further enhanced crop recommendation by integrating
weather forecasts, fertilizer suggestions, and historical yield data. While these approaches highlight the potential of
machine learning in agriculture, many of them emphasize yield optimization after crop selection rather than supporting
farmers during the crucial pre-planting decision stage.

In addition, a number of recent systems incorporate advanced technologies such as IoT sensors, satellite imagery, and
soil image analysis to capture real-time field data. Although these solutions improve contextual awareness and prediction
precision, they also increase system complexity, cost, and maintenance requirements. As a result, their adoption remains
limited, particularly in rural and resource-constrained environments. Furthermore, several existing studies provide limited
interpretability, offering predictions without explaining the reasoning behind them, which reduces user trust. In contrast,
the proposed Crop Sense Al system focuses on a balanced approach by using a robust Random Forest model with essential
soil and environmental parameters, ensuring accuracy, interpretability, and ease of deployment without relying on
expensive infrastructure.

I11. METHODOLOGY

The methodology adopted in CropSense Al involves a structured machine learning pipeline designed to generate
accurate crop recommendations based on soil and environmental parameters. Initially, a publicly available agricultural
dataset containing attributes such as nitrogen, phosphorus, potassium levels, soil pH, temperature, humidity, and rainfall
is preprocessed to handle missing values and ensure consistency. Feature selection is performed to retain only relevant
parameters that directly influence crop suitability. A Random Forest classification algorithm is then trained on the
processed dataset due to its ability to model non-linear relationships and reduce overfitting through ensemble learning.
The dataset is divided into training and testing subsets to evaluate model performance using standard metrics such as
accuracy. Once validated, the trained model is integrated into a web-based application where users can input soil and
climatic values and receive crop recommendations in real time, enabling practical and user-friendly deployment of the
system.

3.1 System Architecture Overview

The system architecture of CropSense Al is designed as a lightweight, modular, and user-centric framework that
integrates data input, machine learning processing, and result visualization. The architecture consists of a user interface
for parameter entry, a preprocessing module for data normalization, a trained Random Forest model for crop prediction,
and an output module that displays the recommended crop. This layered design ensures smooth data flow, ease of
maintenance, and scalability while avoiding dependency on external hardware or complex infrastructure.
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Crop Sense Al - Methodology Flowchart
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Fig 1. Flowchart of methodology

3.2 Data Collection and Input Layer

The data collection layer handles both dataset-based inputs and real-time user-provided values. Users input essential soil
parameters such as nitrogen, phosphorus, potassium, and pH, along with environmental factors including temperature,
humidity, and rainfall. These parameters are selected based on their direct influence on crop suitability. The simplicity of
this input mechanism makes the system accessible to users without technical expertise and suitable for deployment in
rural agricultural environments.

3.3 Data Preprocessing and Normalization

Once the input data is received, preprocessing is performed to ensure data quality and consistency. This step includes
validation of values, handling of scale differences, and normalization of features to a standard range. Normalization
prevents bias toward features with larger numerical values and improves the learning efficiency of the machine learning
model. This step is crucial for achieving stable and accurate predictions from the Random Forest classifier.

3.4 Machine Learning Model Processing

The core processing component of CropSense Al is the Random Forest classification model. The model is trained using
historical agricultural data to learn relationships between soil-environment parameters and suitable crops. During
prediction, the normalized input data is passed to the trained model, which evaluates multiple decision trees and
aggregates their outputs to produce a reliable crop recommendation. This ensemble approach reduces overfitting and
enhances prediction accuracy.

3.5 Implementation Flow

The implementation of CropSense_ Al follows a systematic flow as outlined below:
e  User enters soil and environmental parameters through the web interface
e Input data is validated and normalized
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Preprocessed data is passed to the trained Random Forest model
The model predicts the most suitable crop

The recommended crop is displayed to the user

The system is ready for the next input cycle

3.6 Hardware and Software Requirements
Hardware Requirements:

e Standard computer or laptop

e Minimum 4 GB RAM

e Internet connectivity (for web access)

Software Requirements:

e  Operating System: Windows / Linux / macOS
Programming Language: Python
Framework: Flask
Machine Learning Library: Scikit-learn
Frontend: HTML, CSS
Development Environment: VS Code
Browser: Chrome / Edge / Firefox

Iv. SIMULATION AND EVALUATION FRAMEWORK

The simulation and evaluation framework of CropSense Al is designed to assess the effectiveness, reliability, and
robustness of the crop recommendation model under varied input conditions. Simulations are conducted by providing
different combinations of soil nutrients and environmental parameters to the trained Random Forest classifier to observe
its prediction behavior. The system performance is evaluated using standard metrics such as accuracy and consistency of
recommendations across test samples. Additionally, validation is performed through multiple test scenarios to ensure the
model generalizes well beyond training data. This structured evaluation framework confirms that the system delivers
stable, accurate, and dependable crop recommendations suitable for real-world agricultural decision-making.

4.1. System Architecture and Workflow

The simulation of the Real-Time Multi-Modal Recognition System was conducted in a controlled computational
environment to evaluate the efficiency of landmark-based processing. The system was developed using Python 3.10 and
integrated the MediaPipe library for high-speed coordinate regression.

The hardware used for the simulation was a standard laptop with an Intel i5 processor and 8GB RAM, intentionally
avoiding high-end GPUs to prove the system’s accessibility. The software architecture followed the pipeline of webcam
activation, frame preprocessing, and keypoint extraction.
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Fig 1.1: User Interface
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4.2 DATASET PREPARATION AND REFINEMENT

Dataset preparation involves organizing and refining agricultural data to ensure high-quality inputs for model training
and evaluation. The dataset is examined for missing values, noise, and inconsistencies, which are addressed through data
cleaning techniques. Feature normalization is applied to standardize parameter ranges and prevent bias during model
learning. The refined dataset is then divided into training and testing sets to objectively assess model performance and
ensure that predictions remain accurate under varying conditions.

Test with Synthetic Agricultural Scenarios

These 20 scenarios are synthetic examples constructed from typical crop-growing ranges described in agricultural advisories arnd
manuals (not direct measurements from an official dataset),

= Run Scenario Testing

Synthetic Test Results

In these 20 synthetic test cases, the model's prediction matched the commonly grown crop in 17 cases.

Test 1: Punjab India Rice Growing Region
Expected: rice | Predicted: rice
Source: Based on typical Punjab rice cultivation parameters

Test 2: Uttar Pradesh India Rice Belt
Expected: rice | Predicted: rice
Source: Standard UP rice growing conditions

Test 3: West Bengal India Rice Area
Expected: rice | Predicted: rice
Source: Typical West Bengal paddy field conditions

Test 4: Bihar India Rice Zone
Expected: rice | Predicted: rice
Source: Standard Bihar rice cultivation parameters

Test 5: Maharashtra Cotton Region
Expected: cotton | Predicted: cotton
Source: Typical Maharashtra cotton growing conditions

Fig 2.1: Testing with Synthetic Agriculture Scenarios

4.3. OUTPUT ANALYSIS AND UI VALIDATION

Output analysis focuses on evaluating the accuracy, consistency, and reliability of crop recommendations produced by
the system. Predictions are tested across multiple input scenarios to confirm stable model behavior. In parallel, user
interface validation is conducted to ensure smooth interaction, correct input handling, and clear presentation of results.
This validation confirms that the system is user-friendly and capable of delivering meaningful insights to users without
requiring technical expertise.

= CropSense Al 2.0

Smart Crop Recommendation using Machine Learning
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Fig 3.1: Input Validation And Error Handling
V. RESULTS AND DISCUSSION

The Crop Sense Al system was evaluated using a structured agricultural dataset comprising soil nutrients (N, P, K), soil
pH, temperature, humidity, and rainfall. The dataset was divided into 80% training and 20% testing subsets to assess
model performance. The Random Forest classifier demonstrated robust prediction capabilities, achieving an average
accuracy of 94% across multiple crop classes. Confusion matrix analysis revealed high precision and recall for major
crops such as wheat, rice, maize, and sugarcane, indicating that the model effectively captured the relationship between
environmental parameters and crop suitability.
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During testing, the system consistently produced reliable recommendations even under unseen combinations of soil and
climatic inputs. For instance, scenarios with marginal soil pH deviations or fluctuating rainfall were accurately classified,
validating the generalization capability of the trained model. In addition, real-time interaction with the web-based
interface demonstrated prompt response times, typically less than two seconds per prediction, confirming system
efficiency for practical deployment. Comparative evaluation with traditional rule-based crop advisory systems
highlighted the superior adaptability of CropSense_Al, as it dynamically adjusted recommendations based on multi-
parameter inputs rather than static thresholds.

Overall, the results confirm that CropSense_Al provides accurate, interpretable, and timely crop recommendations,
bridging the gap between data-driven agricultural intelligence and practical decision support for farmers. The system’s
simplicity and accessibility enhance its potential adoption in rural settings, while the robust performance establishes it as
a reliable tool for pre-planting crop selection.

VL CONCLUSION

CropSense_Al effectively demonstrates how machine learning can support informed crop selection under varying soil
and climatic conditions, addressing a key challenge in modern agriculture. Traditional methods, often based on farmer
experience or generalized advisories, lack precision and fail to adapt to dynamic environmental factors, leading to
inefficient resource use and potential crop failure. By analyzing soil nutrients (N, P, K), pH, temperature, humidity, and
rainfall, CropSense Al provides accurate, data-driven crop recommendations before planting, enabling farmers to make
informed decisions.

The Random Forest classifier forms the core of the system, capturing complex, non-linear relationships between inputs
while maintaining robust and stable performance across diverse scenarios. Extensive testing confirmed high accuracy
and reliable recommendations even with unseen input combinations. Preprocessing and normalization steps ensure
consistent data quality, while the web-based interface allows users with minimal technical knowledge to interact with the
system efficiently. Unlike systems dependent on costly IoT devices or satellite imagery, CropSense Al remains accessible
and practical for resource-constrained rural environments.

Beyond immediate crop recommendations, the system promotes efficient resource utilization, reduces the risk of crop
failure, and supports sustainable farming practices. Its modular design allows easy integration with additional decision-
support tools, future expansion, and scalability. By combining predictive accuracy, interpretability, and usability,
CropSense_Al bridges the gap between advanced machine learning research and practical agricultural application. It
demonstrates the potential of Al to enhance productivity, support informed decision-making, and contribute to the
resilience and sustainability of farming communities.

VIL. FUTURE WORK

While CropSense Al demonstrates strong performance and usability, several enhancements can be incorporated in future
iterations. Integrating real-time IoT-based soil and weather sensors would allow continuous monitoring and adaptive
recommendations, improving prediction accuracy under dynamic field conditions. Expanding the crop dataset to include
region-specific varieties and seasonal considerations can further personalize recommendations. Additionally,
incorporating fertilizer suggestions, pest risk assessment, and irrigation scheduling into the system could provide a
comprehensive decision support platform for farmers. Advanced visualization features and mobile application
deployment can also enhance accessibility, particularly in rural and low-resource areas. Future work may also explore
integrating deep learning models to handle larger datasets and complex non-linear interactions between soil and
environmental parameters, further enhancing prediction precision and adaptability.
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