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Abstract: Time-series forecasting plays a vital role in domains such as energy management, finance, healthcare, and
smart infrastructure. This paper presents a deep learning—based framework for short-term electricity consumption
forecasting using historical power usage data. The proposed system evaluates and compares three advanced architectures:
Long Short-Term Memory (LSTM), Convolutional Neural Network (CNN), and Transformer-based models. A
multivariate forecasting approach is adopted by incorporating power-related and calendar-based features. A sliding
window strategy is used to predict future values from recent observations. The system is deployed through a Flask-based
web interface that enables interactive visualization and real-time prediction. Experimental results indicate that the CNN
model achieves the best performance for short-term forecasting, outperforming LSTM and Transformer models in terms
of RMSE, MAE, and R? score. The proposed framework demonstrates the practical applicability of deep learning
techniques for intelligent energy demand prediction.
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I INTRODUCTION

Time-dependent data is generated continuously in real-world systems such as power grids, financial markets, healthcare
monitoring, and transportation. Accurate forecasting of such data is essential for effective decision-making and resource
optimization. Traditional statistical approaches such as ARIMA and moving averages often fail to capture complex
nonlinear patterns present in large-scale datasets. Recent advances in deep learning have enabled more accurate modeling
of temporal dependencies in time-series data.

This work proposes a comparative study of deep learning models—LSTM, CNN, and Transformer—for multivariate
time-series forecasting. In addition to prediction, the system provides a web-based interface for visualization and real-
time interaction, making it suitable for practical deployment.

1. RELATED WORK

Several studies have explored deep learning techniques for time-series forecasting. Hochreiter and Schmidhuber
introduced LSTM networks to address vanishing gradient issues in recurrent architectures. Brownlee highlighted
effective practices for preparing data and evaluating deep learning models for forecasting tasks. CNN-based models have
shown strong performance in capturing local temporal patterns, while attention-based Transformer architectures have
demonstrated superior long-range dependency modeling. These works collectively motivate the selection of LSTM,
CNN, and Transformer models in this study.

1. METHODOLOGY

3.1 Dataset and Preprocessing

The system uses historical household electricity consumption data. The dataset is cleaned, missing values are handled,
and resampling is applied to ensure consistent time intervals. Additional temporal features such as day, weekday, month,
and season are engineered to support multivariate forecasting.

3.2 Supervised Learning Formulation
A sliding window mechanism is used to transform time-series data into supervised input-output pairs. The previous seven
time steps are used to predict the next seven values, enabling multi-step forecasting.

3.3 Model Architectures

Three deep learning models are implemented and evaluated: - LSTM: Captures long-term temporal dependencies using
gated memory units. - CNN: Extracts local temporal patterns using one-dimensional convolution filters. - Transformer:
Utilizes attention mechanisms to model long-range dependencies.
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3.4 System Architecture

The backend is implemented using Flask to handle data processing and model inference. The frontend provides
interactive dashboards for visualization of predictions and performance metrics. Users can select models, view results,
and perform real-time predictions.

V. EXPERIMENTAL RESULTS

Models are evaluated using standard regression metrics including RMSE, MAE, R% and SMAPE. Experimental
observations indicate: - The CNN model achieves the lowest RMSE and MAE values. - LSTM performs consistently but
slightly lower than CNN. - Transformer captures trends effectively but shows minor smoothing effects due to model
complexity and dataset size.

Overall, CNN demonstrates superior performance for short-term forecasting tasks in this study.
V. DISCUSSION

The results confirm that deep learning models significantly outperform traditional statistical approaches in capturing
nonlinear temporal patterns. The inclusion of multivariate features enhances forecasting accuracy. The interactive web-
based deployment further improves usability and demonstrates real-world applicability.

VI. CONCLUSION

This paper presented a deep learning—based time-series forecasting framework for electricity consumption prediction.
Through comparative evaluation, CNN emerged as the most effective model for short-term forecasting. The system
integrates predictive modeling with a web interface, offering both analytical and practical value. The proposed approach
can be extended to other domains such as finance, healthcare, and smart city applications.

VII. FUTURE WORK

Future enhancements may include: - Integration of larger and more diverse datasets - Use of hybrid and ensemble
forecasting models - Deployment on cloud platforms for scalability - Incorporation of real-time streaming data
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